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Foreword

ISO (the International Organization for Standardization) and IEC (the International Electrotechn
Commission) form the specialized system for worldwide standardization. National bodies that
members of ISO or IEC participate in the development of International Standards through techn
committees established by the respective organization to deal with particular fields of techn

ical
are
ical
ical

activity. ISO and IEC technical committees collaborate in fields of mutual interest. Other international

organizations, governmental and non-governmental, in liaison with ISO and IEC, also take part in

the

work. In the field of information technology, ISO and IEC have established a joint technical committee,

ISO/IEC J TG

The procedures used to develop this document and those intended for its further maintenance
described|in the ISO/IEC Directives, Part 1. In particular the different approval criteria needed
the differgnt types of document should be noted. This document was drafted in accordanee with
editorial rpules of the ISO/IEC Directives, Part 2 (see www.iso.org/directives).

Attention [is drawn to the possibility that some of the elements of this document,may be the sub

are
for
the

ect

of patent [rights. ISO and IEC shall not be held responsible for identifying any~or all such patent

rights. Ddgtails of any patent rights identified during the development of the*document will be in
Introductipn and/or on the ISO list of patent declarations received (see wwiv.iso.org/patents).

Any trade|name used in this document is information given for the cenuénience of users and does
constitutelan endorsement.

the

not

For an explanation on the meaning of ISO specific terms and ‘expressions related to conformity

assessmerjt, as well as information about ISO’s adherence-t6 the WTO principles in the Techn
Barriers t¢ Trade (TBT) see the following URL: Foreword £Supplementary information

cal

The comnjittee responsible for this document is ISOAEE JTC 1, Information technology, Subcommititee

SC 39, Sustainability for and by Information Technology,
Alist of all parts of the ISO/IEC 30132 series can‘be found on the ISO website.
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The world is experiencing explosive growth of data from mobile client devices, cloud services, social
networks, online television, the Internet of things, big data and from traditional enterprise computing.
The growth of data has been accompanied by a growth in the energy usage and carbon footprint of
IT along with increased costs. Much research has been performed regarding energy management for
the last two decades, most focusing on the evaluating and improving energy efficiency of individual
components or systems such as processors, memory, wireless networks base stations, laptops,
supercomputers, data centres, handheld devices and so on. However, several disparate systems,
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nds view the photo, that activity will consume additional energy. To improve energy effect

e [SO/IEC 30132 series provides guidelines for the end-to-end evaluation,ef energy effec

del. This document comprises guidelines for energy effectiveness evaluation, including 3
hputing model that includes end-to-end data transfer, processing'anid storage.
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ectations. Consider, for example, someone who takes a photo with a smartphone andyposts it to
bcial network for their friends to view. Taking and transmitting the photo consunies ‘energy from
smartphone while the data transfer, processing and storage consumes energy too.Likewise, when

iveness, it

ecessary to consider the end-to-end energy use of a task or service involvingmultiple systems.
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Information technology — Information technology
sustainability — Energy efficient computing models —

Part 1:
Guidelines for energy effectiveness evaluation

1 | Scope

This document establishes guidelines for improving the energy effectiveness for-computing models.
Sp¢cifically, this document provides

— | areference computing model for evaluating end-to-end energy effectiveneéss,

— | a holistic framework for evaluating the applicability of enhergy effectiveness |mproving
technologies, and

— | guidelines for evaluating energy effectiveness.

2 | Normative references

There are no normative references in this document:

3 [ Terms and definitions

Foil the purposes of this document, the terms and definitions given in ISO/IEC 132731 and the
following apply.

IS and [EC maintain terminological databases for use in standardization at the following addresses:

— | IEC Electropedia: available“at http://www.electropedia.org/

— | ISO Online browsing platform: available at https://www.iso.org/obp/

3.1
energy effectiveness
end-to-end totakamount of data transferred, processed and stored per unit energy of a computing model

4 | Abbreviated terms

ARP address resolution protocol

BNG broadband network gateway

DHCP dynamic host configuration protocol
DSL digital subscriber loop

DSLAM DSL access multiplexer
FTTN fibre-to-the-node

FTTP fibres-to-the-premises

© ISO/IEC 2016 - All rights reserved 1
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HSPA
ICMP
ICT
ISP
NIC

OLT

high speed packet access

internet control message protocol
information and communication technology
internet service provider

network interface card

optical line terminal

ONU
PON
ptP
QoS
UMTS
WDM

5 Refel

5.1 Ove
This subcl

optical network unit

passive optical network

point-to-point

quality of service

universal mobile telecommunications system

wavelength-division multiplexing

rence computing model for end-to-end energy effectiveness evaluation

rview of computing models

huse provides a survey of trends for variouscomputing models.

In the tradlitional client-server computing model;‘clients are connected to servers via networks s

as the Intg
whereas a

However, 1

rnet. In this paradigm, a server is axcomputer system that selectively shares its resour
client is a computer that initiates réquests to a server in order to use its resources.

he emergence of new computing models such as cloud computing and the Internet of thir

along wit

new devices such as mobile phones, tablets, wearables and Internet connected sens

introduce pew considerations for both computing models and determining energy effectiveness.

Additionally, data is now transported over traditional wired networks and over high- and low-sp
wireless networks. Some client devices only support wireless networks.

Energy ef
important]

to look atenergy effectiveness from an end-to-end perspective that includes all the devi

sub-systerns and software that delivers a given set of functionalities (also known as a service).

New para

Higms’ for the creation and use of data also affect energy effectiveness end-to-end.

fectiveness Has traditionally been viewed on a per device-category basis, but now if

ich
res,

185,
ors

bed

is
res,

For

example, 1

nany users have their data on multiple devices and synchronization between client devices

and servers has become common practice. This means the same data may reside on multiple devices.
On the other hand, some applications retrieve and display data on the client device only as needed. This
scenario increases loads on networks, servers and storage, which may increase energy consumption.

The shift to mobile client devices and the shift to cloud computing, along with increases in the total
number of connected devices have driven a dramatic increase in the number of data centres and faster,
higher capacity networks with a corresponding increase in energy use, while client devices continue
to improve their energy effectiveness. Customer expectations for highly available, responsive services
may cause servers, storage and networking equipment to stay at high power states longer, possibly
conflicting with power management schemes and energy effectiveness goals. New technologies such as
push notifications also increase data and energy use across systems.

© ISO/IEC 2016 - All rights reserved
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Therefore, energy effectiveness assessments should identify all of the energy consuming components
in the computing model. The energy effectiveness of networks is calculated using manufacturers’
data on equipment energy consumption for a range of typical types of equipment in networks. The
manufacturers’ data can include the amount of energy consumption in various states of equipment
such as idle, active and fully utilized state. This approach enables an overall model of network power
consumption to be constructed and provides a platform for predicting the growth in power consumption
as the number of users and access rate per user increasel23].

Figure 1 shows a high level representation of the network model of the Internet. In Figure 1, the Internet
is segmented into three major components: access network, metro network and core network with data
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fine detail of the Internet’s true structure and topology. The model does account for the
nt for packets that traverse the Internet(24],

Tt

e refinement to include a more realistic representation of the Internet’s topology is on
ess network connects individual users to their local exchanges. Some of the/typical acceq
hnologies, such as digital subscriber loop (DSL) to deliver packets through fixed-line
vice, fibres-to-the-premises (FTTP) installations to provide shared passive optical netw|
h point-to-point (PtP) Ethernet connection. In a PON, a single fibre fram-the network node
more clusters of users by using a passive optical splitter. An optical line terminal (OLT) is
local exchange to serve many access modems or optical networkainits (ONUs) located af]
Us communicate with the OLT in a time division multiplexingvwith the OLT assigning
bach ONU based on its relative demand. In a PtP access network, each ONU is directly
he local exchange with a dedicated fibre to the exchange/In areas where the copper p
d condition, a fibre-to-the-node (FTTN) technology may be used. This technology uses a

uster of users. A high-speed copper pair technology, such as very-high-speed DSL, is use
inet to the users. In areas where copper and fibre are not available or feasible, wireless ¢
brnet access. Technologies for the wireless aecess include WiMAX, high speed packet acce
| universal mobile telecommunications system (UMTS). For wireless access, a wireles
hted in the user, communicates with a legal wireless base station which, in turn, is conne
tral officel23].

e central offices in a city are connécted to each other and to other cities via the metro/edg
s network also provides connéction points for Internet service providers (ISPs). The metr
work serves as the interface'between the access and core networks. The metro and edg
udes edge Ethernet switches, broadband network gateway (BNG) and provider edge roy
ernet switches concentrate traffic from a large number of access nodes uplink to two or
ters. The edge switeh*connects to two or more BNG routers to provide redundancy. The B
form access rate.control, authentication and security services, and connect to multipl
e routers to increase reliability. The provider edge routers connect to the core of the nety

b core network comprises a small number of large routers in major population centres. '
ters pérform all the necessary routing and also serve as the gateway to neighbouring c
e core routers of any one network are often highly meshed, but only have few links to the
bther providers. High-capacity wavelength-division multiplexed (WDM) fibre links inf

trac Thao madal ic an Ahotrant vonpracantation of+tha Tntarnat and ~c cnech dong nat inn]ur‘]e much Of
tHe S e o a5 aaoS Hepe SO~ ehtte e S-St e a6 e 5ot hertgl
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s network
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ork (PON)
feeds one
located at
each user.
time slots
connected
hirs are in
dedicated

e from the local exchange to a DSL access multiplexer (DSLAM) located in a street cabinet close to

H from the
hn provide
ss (HSPA),
s modem,
rted to the

b network.
b and edge
e network
ters. Edge
more BNG
NG routers
e provider
rork[23],

'hese core
ore nodes.
networks
erconnect
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serouters and connect to networks or other operators[@].
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Figure 1 — High-level network structure for'the Internetl23]

5.2 Reference computing model and energy effectiveéness evaluation
Since thefe are many components in modern computing models and each has unique ene
effectivengss characteristics, it is difficult to calculate the energy consumption of services. Theref

this docu
network e

computing
for the sin

end d:

The m
device

This docu
considerin

client

netwa

datac

ment uses a simplified generic referefice computing model consisting of client devi
quipment and data centre equipment@as shown in Figure 2. It is assumed that data centre
resources such as server and storage. This document considers the following assumpti
ple evaluation of energy effectiveness of computing models.

This document evaluates energy effectiveness of computing models from the view point of end

ita creation, processinggstorage, consumption and sharing.

s and data centrés.

g applicatien’s characteristics:

devices;

rklequipment;

rgy
re,

res,
has
bns

(g

O-

odel also assumes.a‘'data-oriented scenario where data moves back and forth between client

ment considers-following components for evaluating end-to-end energy effectiveness while

entre equipment.

For survey for calculating power consumption of the components in computing models, see Annex B.
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Client devices

Transport network

Data centre

N

Latail 2o
WropHeT

Mobile phone .
S Wireless network
ﬁl equipment
Tablet
B Storage
=

Server

&

Wired netwaorl
Wearable equipment
Sensor

gure 2 — Simplified generic reference computing model ferenergy effectiveness eV

m the perspective of computing the overall energy effectiveness, this document takes a

ed and wireless network equipment. Client devices can take many forms including
hnologies, sensors and controls. It is noted thatthis document considers network layer

lipment below network layer is difficult to ébtain due to security and confidentiality. Thu
work equipment are not taken into accgunt. In case of data centre, border routers th
a centre to the Internet are taken intosaccount. The internal routers within a data cent
sidered. However, if the internal network information of clients, transport networks and d
available, those information may“be utilized in order to estimate the energy effective
urately. Therefore, the end-tosend energy effectiveness evaluation can be performed by ¢
energy effectiveness of thefollowing components:

client devices;

and core netwerk;

data centre-equipment.

hplicated and the corresponding details and complexities are not within the scope of this

Th

aluation

very high-

bl macroscopic view. At this level, it is considered thatthe transport network consists ¢f multiple

wearable
pquipment

bstimating the energy effectiveness of netwotks because the detail information about networking

s, internal
At connect
re are not
ata centre
nhess more
alculating

transport network:\in Figure 2, it is assumed that transport network includes access, metro/edge

e individual architectures that make up the high level components in the model are much more

Hocument.

p erlergy consumption (watt-hours) of the end-to-end path in the reference computing md

del can be

calculated as follows:

EEZE = Z Eclient_device,i + Z E

net_equip,j + Z E datacentre_equip,k
i j k

The energy consumption measurement of components in the reference computing model can be
performed as follows.

Basic assumption: each component is equipped with monitoring function, which can monitor and
measure throughput level of target equipment. When the monitoring value reaches a designated

threshold value, the amount of consumed energy is measured.

Client devices and data centre equipment: monitoring function can measure the amoun
consumption at the offered load to the equipment. Calculation of the energy consumptio

© ISO/IEC 2016 - All rights reserved
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device or data centre equipment can be performed by using measurement time, 7, and power
consumption upon offered load as follows:

T

P

E .
equip

equip (offered_load)

Network equipment: network throughput can be calculated as doing sum of traffic load entered into
each network equipment. For this, the monitoring function can collect information about network
throughput such as offered load to measure the power information of the equipment. When the
network throughput reaches at target threshold value for power measurement, the monitoring

functipn gathers the information upon traffic load on each node and calculates the enefgy
consumption at the target traffic load. The total amount of power consumption on the netwprk
equipment can be calculated by using the information upon each traffic load. The consumed poyer
on toffal network equipment can be the sum of the consumed power on each node!"\The poyer
measyrement can be done depending on different throughput states (e.g. 10 %, 20'%, etc.). When
the vallue of traffic load is known, any network equipment can calculate power consumption value
of each node according to traffic load. It is noted that if calculating power consumption of epch
netwdrk equipment, a practical way to calculate the network energy consumption may be to take
each segment, measure the total energy consumed over T, divide that by the total number of byjtes
of datq that traversed that segment over T and then multiply by the number of bytes of data for the
servige that traversed that network segment over T.
T
net_eduip = z Pnet_equip (trafﬁc_load)
0
Since the pnergy effectiveness evaluation of reference cemputing model only deals with end-to-¢nd
data scendrio, the end-to-end energy effectiveness can be.calculated as follows.
Comparing product metrics allow consumers, enterprises and carriers to add energy effectivenesg to
purchase ¢riteria. A straightforward way to estimate the energy effectiveness of a network or telegom
system is {o normalize its energy consumption.te the amount of transmitted data in the test.
Let Bg2g pe the end-to-end total amount*of data transferred, processed and stored during fthe
measurenient time, 7, in the reference cemputing model and ngzg be the overall energy effectivenless
calculated]! Therefore, the end-to-end-nétwork energy effectiveness is calculated by dividing the tgtal
amount of|data, i.e. Bg2g by the totalenergy consumption of the computing model.
1 BEZE
Me2e T &
E2E
6 Holigtic framework for evaluating the applicability of energy effectiveness
improvipg technologies

6.1 Motivation

As the energy effectiveness of computing systems that use a large amount of electricity becomes an
important issue to network providers and operators, there is an increasing demand for developing
standards for evaluating and assessing the effectiveness and applicability of various energy
effectiveness improving technologies. This clause defines effective and holistic framework for assessing
the energy effectiveness improving technologies.

The rapid increase of energy consumption of ICT products accelerates the development of energy
efficient technologies. However, since energy efficient technologies in different dimensions may cause
unexpected side effects in total energy effectiveness of a computing system, it becomes necessary to
develop effective methods for understanding the inter-relationship among multiple energy efficient
technologies and evaluating energy effectiveness based on holistic view. This subclause also provides
motivation for holistic framework.

6 © ISO/IEC 2016 - All rights reserved
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For state of affairs for improving energy effectiveness of computing systems, see Annex A.

6.2 Overview of holistic framework

This subclause provides an overview of holistic framework. When evaluating energy effectiveness

of computing models, it is generally necessary to consider multiple energy effectivenes

s metrics

due to the heterogeneity of components comprising the computing models. For example, the energy

effectiveness of computing node may be expressed in terms of CPU speed over consum

ed energy,

whereas the effectiveness of network node may be expressed in terms of network bandwidth over

consumed energy. Holistic energy effectiveness evaluation means that the evaluation is

performed

coyfsidering multiple energy effectiveness indices simultaneously. The effectiveness indic
homogeneous or heterogeneous among them. The holistic methods allow easy comparison

endrgy effectiveness among multiple computing models or temporal trend. Also,rit-is p
undlerstand how the change of values in energy effectiveness metrics contributes to.the ove

effectiveness. For example, if the operator of a data centre wants to increase entifie’ data cen

effectiveness by double, it is possible to calculate how much improvement should-be performg

mefric. During the holistic evaluation, it is possible to consider the charactenistics of each
moldel when estimating the holistic energy effectiveness using multiple energy effectiveness

bs may be
of holistic
ossible to
all energy
re energy
bd for each
Computing
metrics. [t

is rloted that depending on the service level objectives and agreements‘hetween customers and service

prqgviders, the performance and availability of services may vary, These service level obje

affect the energy consumption of customer services. Thus, it is de§irable to take account of

ex]jectations in order to provide more accurate energy effectiveness estimation.

Considerations for evaluating the applicability

This subclause provides considerations for develgping and evaluating the applicability
efficient technologies for computing systems during sustainable ICT product during us
life)
sto
cor
dey
effd
mo
sou
enc
sto

ring operations. In other words, not only data transport, but also data manipulation cau
sumption. Moreover, the rapid deploynmiént of mobile devices enables users to use multipl

ects to the energy consumption of I€T infrastructure than legacy environments. Current

| devices require increasesn enterprise services and availability on resilient networks, s

Therefore, the evaluation of computing models needs to consider the following issues:

consideration(for application’s impact on ICT infrastructure in terms of data transport, co
and data stoting;

network or may execute the application at remote cloud node that has high performance
data transmission over networks

cycle. In the computing models, energy is.consumed during computing, data transpg

ices and maintain synchronized datasamong the devices. Therefore, user’s activities can d

rage, and low capability’end devices increases data centre and network energy requiremg

considération for application’s characteristics when executing the application. For exan
may eXecute application in a local node that has relatively, but does not require data tran

'tives may
customer

of energy
e stage of
rt or data
bes energy
e personal
Quse more
computing

dels impact energy requirementsin multiple systems. Also, use of enterprise as compuyting, data
rce and maintenance requires‘data management across multiple systems. Low power, low

capability
brvers and
nts.

mputation

hple, users
sport over
but needs

6.4 Examples of energy effectiveness evaluation

As investigated in Clause 5, the energy effectiveness of end-to-end communication is represented as
a ratio of total amount of data transferred, processed and stored to total energy consumption. In this

subclause, it is described how to evaluate end-to-end energy effectiveness by using example
shows an example scenario for end-to-end energy effectiveness evaluation. In this examp
device sends data traffic to the server in a data centre, and the sever stores the received
external storage systems.

© ISO/IEC 2016 - All rights reserved
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Data centre

C 3

Transport network

Server

&=

Cli

This document considers the following assumptions.

B =is the 4
T =is the ¢
S =isthed

AS = is the

N = is the fumber of hop counts in transport network.

PAVG_client
P, AVG_route]
P, AVG_servel
P, AVG_stor_a|
P, AVG_stor_n

It is noted
available,
approximg

PMAX_usr 3

p MAX_routd

=TTt deviy@/

=

Figure 3 — Example scenario for end-to-end energy effectiveness evaluation

mount of data traffic (Mbytes) that client device transmits to the'server in the data centr
lata traffic transmission time.
ata traffic storing and retrieving time of storage.

time interval between storing and retrieving thedata from storage.

= is the average power consumption rate for client device during T.
j = is the average power consumption‘rate for router j during T.

= is the average power consumption rate for server during T.

-s = is the average power consumption rate for storage to store or retrieve data B during S
\aintain = 1S the average power consumption rate for maintaining data in storage for AS.
that in case that PAyg client, PAVG_router, j» PAVG_server, PAVG_stor_acs and PAvG_stor_maintain are
PMAX _client, PMAX_router,j' PMAX_servers PMAX stor_acs and PMAX_stor maintain Mmay be used as
tion.

is the maximum power consumption rate for user equipment.

r,j =(is)the maximum power consumption rate for router j.

9%

not
an

PMAX _stor_acs = is the maximum power consumption rate for accessing storage.

PMAX_stor maintain = is the maximum power consumption rate for maintaining data in storage.

According to the description of end-to-end energy effectiveness presented in Clause 5, the maximum
energy effectiveness, ng2g, can be expressed as follows. It is noted that this document refers only to
computing model dedicated to a single data flow. Also, server is assumed as a dedicated server to a
single application.

© ISO/IEC 2016 - All rights reserved
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Figlure 4 shows another example for e-mail exchange among users.

Similar to the previous example, the following assumptions are considered:

B 4
usqg

T

S

AS

Ny
dat]

Ny
dat

Ny
dat

Pay
Pay
Pay
Ppy

Pay

_ B E2E
Me2E =
E2E
_ B
B N
E client_device + Z E router,j + Eserver +E storage
j=1
_ B
T 3 T T <
z p AVG_client + Z Z p AVG_router,j + Z p AVG_server + Z p AVG_stor_acs +
0 j=110 0 0

AS
> P .
AVG_stor_maintain
0

is the size of an e-mail message in Mbytes including attachments that user 1 sends to
r 3. Itis assumed that the users use an e-mail server located at\the data centre.

is the data traffic transmission time.
is the data traffic storing or retrieving time of storage:

= is the time interval between storing and retrieving the data from storage.
a centre.
a centre.

a centre.

G_client = is the average pewer consumption rate for user equipment during T.
G_router, j = 1S the average power consumption rate for router j during T.
G_mail_svr = iSithe average power consumption rate for mail server during T.

G_stor acs=4s the average power consumption rate for storage to store or retrieve data B d

G_stér maintain = 1S the average power consumption rate for maintaining data in storage for

:2016(E)

iser 2 and

r1 = is the number of hop counts in transport network between the user 1 and the mai| server in

r2 = is the number of hop counts in_ttansport network between the user 2 and the mail server in

r3 = is the number of hop counts in transport network between the user 3 and the mail server in

uring S.

AS.
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Data centre

- 3
-
/

" Mail

server

@ e-mail delivery
to mail server

Figure 4 — Example scenario for e-mail exchange among users

According| to Figure 4, it is possible to identify three data transpokt/paths in this e-mail exchanpge

example.

(D) Ddliver an e-mail message to mail server and store the e-mail to storage that are located at

data ¢
(2) De
(3) De

Therefore
approximg

Similar to
follows.

entre.
iver the e-mail message from the mail serverto user 2 equipment using routing path 2.
iver the e-mail message from the mail ser'ver to user 3 equipment using routing path 3.

by summing up the energy consumption of the three data transport paths, it is possibl¢ to
tely calculate the total energy constrmption of the e-mail exchange scenario.

the previous example, the energy effectiveness of the example scenario can be calculated as

10
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B
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0
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0

z AVG_stor_maintain

3 T T
Z AVG_client Z Z p AVG_routernyj + Z p AVG_server + Z P AVG_stor_acs +
j=10 0

S

0

7 Guidellnes for determining the energy effectiveness of a computing mqdel

This clause provides the basic steps to evaluate energy effectiveness of a computing model in terms of
requirements, procedure, metrics and measurements. The general procedure for energy effectiveness

detlermination is as follews.

a) | Identify the target computing model.

b) | Identify-the components of the target computing model. The components can be explaingd in terms

of computation, data transport and data storage.

c) | Determine the energy effectiveness metrics for the components in the target computing model.

d) Determine the energy effectiveness of the target computing model from end-to-end perspective.

e) Determine the energy effectiveness of the target computing model using the holistic method

described in Clause 6.

© ISO/IEC 2016 - All rights reserved
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Annex A
(informative)

State of affairs for improving energy effectiveness of computing

systems

A.1 Tax

Energy-ef}
investigat
so that it
models iny

As the nec
of researc
taxonomy
models iny

Al11 d

It is genet
computing
described

This document refers the criteria for classifying(energy effectiveness of computing systems :

networks
networks
approach.

A first im
As describ
to CPU an
these time
millisecon|
packets of]
within a s
action to s
order to p

onomy

ectiveness certainly is an important issue in networks and computing systemsiThis an
bs various potential technologies for improving energy effectiveness of compufing syste
rovides a taxonomy of energy consumption points for computing systemsnn-the comput]
restigated in Clause 5.

bssity for considering energy consumption in computing and network Systems increases, a
h has begun to investigate energy awareness in networks and systems. This annex prese
of energy consumption points for computing and network systems based on the comput]
restigated in Clause 7.

hssification criteria

ally known that the energy consumption point,of‘computing models can be divided i
systems and networks. Thus, separate criteria2 for computing systems and networks

presented in Reference [2]. The genéral criteria for classifying energy effectiveness
include timescale, scope of required information, networking layer, input process 3

pbortant criterion deals with,the timescale of the decisions involved by the green strate
ed in Reference [2], timescales on the order of nanoseconds to microseconds can be appl

hex
ms
ing

lot
nts
ing

nto
are

ind
of
hnd

gy.
ied
SO

d instruction level, which*is relevant in the computer and software architecture levelg
scales concern individual components of a single system. Timescales on the order of micr
ds deal with the system layer. At these timescales, actions may be taken between consecut
the same flow,pessibly involving several components at the same time, but likely confil
ingle systemy Larger timescales, on the order of one second and above, allow instead
pan between multiple systems, possibly involving coordination of such systems as well
Fesent simple classification, it is possible to divide timescales into online and offline. Onl

to
ive
hed
the
In
ine

requires actionsto be taken during the operation of systems, which takes typically less than sevgral

seconds, W
for instan

rherea’s offline requires more time and the actions to be taken before runtime of systems

exduring the system design process.

as,

The second criterion concerns the type and amount of components or systems involved. In other words,
it can be divided into local or global depending on the scope of the information required to take a
decision. Local strategies will require information that pertains to a single system, or single network
link, whereas global strategies will require information that pertains to a set of systems and links.

The third criterion is related with networking layer. Since most network equipment is implemented
with layering concept, it is possible to classify energy consumption points according to the networking
layer to which they apply. Based on the TCP/IP protocols stack, each energy consumption point can
either be classified into data link, network, transport and application layers, or may require cross-layer
interaction.
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Another classification criterion comes from the analysis of the input process that drives the decision
taken in the solutions. The decision may be taken based on the instantaneous situation, on the historical
pattern or on the forecast. In the case of online solutions, all the three kinds of decision are possible. For
the offline solutions, historical pattern and forecast based analysis are only applicable.

Finally, another criterion related to the evaluation methods of the proposed technology is required.
Typical examples of the evaluation methods are discrete event simulation, hardware/software
prototyping or formal models with analytical or numerical solution. All methods have their respective
advantages and disadvantages. Theoretical analysis and simulation can be performed with low cost
and short time compared to prototype, hardware or real deployment. However, the latter approaches
maj-previdemorepreecise-evaluationandahigherlevel efmaturityefaspecifieresearchfield. Table A1

shqws the summary of the classification criterial2l.

Table A.1 — Summary of the classification criteria for energy efficient techinology

Criterion Category Meaning

Definesythe update frequency of

Timescale Online, offline .
the policy.

Influences the volume of
Scope Local, global communication requjred to
reach the objectiye.

. Link, network, transport, application, Individuate which entities
Networking layer
cross-layer shall collaboratg.
: . Defines learning and adaptation
Input Instantaneous, historical, forecast capabilities of the algprithm,
Traffic analysis, theoreticalimodelling, Flavour of the study} also
Fvaluation approach simulation, hardware and software correlates with the lg¢vel of
prototyping maturity of the wqrk.

A.1.2 Taxonomy of energy efficient technologies

This subclause presents taxonomy of‘energy efficient technologies for computing models|according
to the classification criteria investigated in A.1.1. As discussed, computing models can be djvided into
corpputing systems and networks-Thus, the taxonomy consists of three categories, namely fomputing
sydtems, networks and storages; respectively.

Tedhnologies for computingSystems are categorized as follows.
— | Hardware-levelechnologies

— Dynamic, voltage scaling: a technology that allows the voltage supplied to some| computer
components to be raised or lowered dynamically according to power, performance and thermal
requirements.

— \Dynamic frequency scaling: a technology that allows the CPU clock speed to be autpmatically
adjusted according to power and thermal requirements.

— Link power management: technologies that allow parts of connected devices in a computer or
connected to a computer to enter low power states when idle.

— Energy efficient display: a computer display or monitor that uses energy saving technologies
such as organic light emitting diode (OLED) or techniques to reduce power consumption when
in sleep mode.

— Energy efficient power supply: a power supply which meets specified energy targets set by
organizations such as 80 PLUS.
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— Energy efficient battery charger: a battery charger for cellular phones, laptop PCs or tablets
that incorporates energy saving techniques.

— Softw

are-level technologies

— Workload consolidation: a technique that allows running multiple tasks on the same physical
machine in order to reduce the number of nodes that are switched on. A key component of
systems that aim to consolidate workloads is to monitor and estimate the load posed by user
applications or estimate the arrival of user requests.

— Energy-aware task scheduling: energy aware task schedulers have three types, namely offline
sdheduling based on a prior task information, online scheduling which is purely dynamic¢ gnd
hybrid approaches, including an offline phase where the slack is greedily absorbed and dynapmi

al

— Vi

— Vi

Technolog

— Adapt
consu
other
netwd
rate tq

— Netwd
conne
there

— Energ
coord
Energ
one €3
follow
router
servid

Technolog

— Node-
sched
frequg
thus d

orithms operating in the online phase.

jes for networking systems are categorized as follows.

mption profile largely irrespective of their actual utilization. The computing world on

hand has long embraced methods to approximate enérgy-proportional computing. In

rking world, there are initial steps into energy-proportional communications. Adaptive |
chnology is such a step where the energy use chahges with link utilization.

rk interface proxy technology: proxying,describes technologies that maintain netw

Huction of unnecessary energy waste through edge devices.

y-aware infrastructure describes a class of techniques to this end. Energy-aware routin
rfample that falls into this category. Energy-aware routing makes use of the fact that tra

e level. Requirements for an energy-aware control planes are outlined in Reference [5].

jes for storage systems are categorized as follows.

opera

mic

rtualization: creates a virtual machine thatactslike a real computer with an operating sysffem
and improves energy efficiency.

rtual machine migration: moves a running virtual machine or application between differjent
plysical machines without disconnecting the client or application.

ive layer-2 technology: most current types of network equipment show a constant poyer

the
the
link

prk

ctivity for other devices so that these can go'into low power sleep modes. This mainly targets

y-aware infrastructure technologysin order to achieve a further reduction in energy yse,
nation and management of largér parts of the network appears to be a promising idea.

> is
fic

s certain patterns. Based'enthis knowledge, in times where network traffic is low, a numbejr of
s can be put to sleep while'the network as a whole still preserves connectivity and an adequfate

evel techniques: this category can be further classified into caching, prefetching, [/O
hling and disk spin up/down. The purpose of caching and prefetching techniques is to stpre
ntly used data in the fastest and more energy efficient memories of the storage hierar¢hy,
egreasing requests to main storage. Similarly, disk scheduling techniques reschedule /O
ions in order to prolong disk standby times. The longer standby times produced by these

techniques increase the effectiveness of disk power-saving features, which are exploited by disk
spin up/down solutions.

— Distributed techniques: this category includes data placement and consolidation. Data placement
is layout strategies, which help achieve resource consolidation. The purpose of consolidation is to
maximize power proportionality by having a smaller number of nodes working at a higher utilization
rate, instead of having many at a lower utilization rate, which is highly inefficient.

A.2 Pra

ctice cases for energy effectiveness improvement

This subclause provides survey of current known technologies for developing energy efficient
computing systems.
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A.2.1 Computing system-level technology

:2016(E)

There exist many technologies for improving the energy effectiveness of computing systems in terms of
hardware and software. Some of the examples are as follows.

Hardware-level technologies: the technologies in this category are mainly targeted t

0 improve

the energy effectiveness of hardware components of a single computing system. For example, chip

fabrication, CPU design, clock and circuit at chip, memory technology and so on.

Software-level technologies: the technologies in this category improve energy effectiveness of single

system. For example, idle/sleep model management of a system, efficient cooling syste

m control,

A.Z

A.2

Th
off
dui

contents caching, traffic shaping, etc.

.2 Networking system-level technology

.2.1 Adaptive layer-2 technology

links during idle periods which is usually referred to as sleeping mode; or by reducing th
ing low utilization period which is known as rate switching. In both-cases, the link rate

to fnatch the actual network usage, hence achieving a link utilizatien-proportional energy col

rat
cas

An
op4
the
sle
the
cor
fra
aut
pra

Th
of
int
ful
int
of 4
Fir
cor
sle
ene

In ]

e, This technologies aim at bringing the energy consumption of\a1ink from the initial cons
e down to a curve closer to the ideal proportional case.

early work regarding adaptive link rate based energy efficient systems only considers tw
ration: an idle mode and a fully working model6l[Zi{8]. The difficulty in this case consistg

desired compromise between system reactivity and energy savings. A recent surve)
eping mode from an algorithmic point of view can‘be found in Reference [9]. In the pioneeri
authors let the nodes decide on their interfaces status by measuring packet inter-arrival
sidering if this interval is long enough to justify an effective energy saving between two ¢

hors analysed a traffic trace to determine whether such an approach would be effectiv
cticel2l.

e early research work introduces a number of questions, addressed by subsequent rese
11, different types of sleeping'mode are possible for an interface, depending on the techn
brface may be in a deep-idle state and drop the packets arriving during the sleeping pe
y awakened by every packet reception, use a buffer to store the packets received during t
brvals processing them when it wakes up or use a shadow port that may handle the packet
| cluster of sleeping ports[10]. However, even semi-sleep state does have a price in terms
5t, any idle state4in which packets can be detected requires some electronics to be activg
sumes a snafall amount of energy, as well as powering any shadow port does. Hence, wak
eping interface at every packet arrival reduces the packet delay and loss, but it will also
rgy savings(2].

Refeérence [7], the authors proposed a two-state model of the sleeping mode strategy. The

bre exist many research proposals to adapt the link rate to network traffi¢pattern by either turning

e line rate
is adapted
hsumption
tant worst

o states of
in finding
y covering
ng worklél],
times and
bnsecutive

mes. As the effectiveness of such a method is directly tied to the inter-arrival distribyitions, the

b or not in

arch. First
ology. The
riod[8], be
le sleeping
5 on behalf
of energy.
and thus,
ing up the
reduce the

first state

cor
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transition, from the energy saving mode to the operational mode, takes time and generates an energy
consumption spike. The second transition, from the regular working mode to the energy saving mode,
is supposed to be instantaneous and spike-less. This approach results in a simple model that can easily
be extended to include more than two states, modelling, for instance, rate switch strategies.

Besides the choice between an idle and a working mode, most of current research proposes a wider
range of possibilities through the use of several transmission rates[11][12][13] to which different energy
consumption figures correspond. For example, Ethernet defines several transmission rates, from
10 Mbps to 10 Gbps and, etc. The authors of Reference [11] show that there is a non-negligible difference
in the interface energy consumption by configuring different data rates. For example, an increase
of the data rate of a PC end system network interface card (NIC) from 10 Mbps to 1 Gbps results in
an increased energy consumption of about 3 W, which represents about 5 % of the overall system
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energy consumption. For regular switches, the same throughput shift results in a per interface energy
consumption increase of about 1,5 W per link. The same authors of Reference [11] proposed successive
refinement of the rate control policies based only on the current system statel12], or on an historical
analysis[13]. From a high-level point of view, selecting the proper data rate among a limited set of
possibilities can be translated in an integer linear program whose objective is to minimize the overall
energy consumption given that all the data inputted at the network is forwarded, which is known to be
NP-hardl[2].

Regarding the standardization activities, IEEE energy efficient Ethernet is a step into this direction.
The respective task force has devoted con51derab1e efforts in thlS area and has publlshed IEEE 802 3az-
sical
layer specffications in order to make Ethernet more energy eff1c1ent The amendment covers varipus
technologies such as 10BASE-T or 100BASE-TX. It also proposes a new low power idle (LPI) mode and

A.2.2.2

Network Hes
into energy saving idle mode. Energy consumption in idle mode is less thansaCtive mode in genefal,
so the longer the idle periods is, the higher the achievable energy saving ean be. Network proxy Is a
technology that delegates some of networking functions in networked nodesto other network elements
such as external nodes or other modules in the nodes. The network proxy enables network nodeg to
maintain petwork connectivity during idle mode. When a host wants.te’enter energy saving idle mqde,
the host delivers its network status and state to a network proxy ‘and goes into idle mode. Then, [the
network proxy responds to periodic messages on behalf of the hést in idle mode. If the proxy receivé¢s a
message that it cannot process, it sends a wake-up message tothe host so that the host can process fhe
message after wake-up.

According| to the survey, even though users are idle,>background network traffic is nevertheless
received gnd needs processing preventing thus P(s,from going in sleeping mode. Also, it is known
that most pf the incoming traffic received by a PCinetwork interface during otherwise idle periods an
simply be [dropped or does not require more than a minimal computation and response. For instarjce,
most broaddcast frames or traffic related to port scanning may simply be ignored. Usual exchanges,
such as address resolution protocol (ARR),processing, internet control message protocol (ICMP) etho
answering or dynamic host configuration protocol (DHCP) rebinding, are simple tasks that could| be
easily performed directly by the .network interface. The idea behind network interface proxyjing
consists if] delegating the processing of such traffic. Processing can imply plain filtering or may reqyire
simple regponses (e.g. in the case of ARP, ICMP, DHCP) or even more complex task. Such tasks can| be
delegated from the CPUs of,end devices to a number of different elements either local elements such as
low-energy processor onsbaoard of the network interface card (NIC) of the same device or to an external
element infa LAN envirgnment(2].

NIC proxy|impleménts light processing function of the received packets in the NIC. The NIC may drop
the periodic protecol message exchange and handle the traffic requiring minimal computation, while
the full sygtemrwill be woken up only when non-trivial packets needing further processing are received.
The NIC proxy allows energy saving through power down the end hosts without losing their netwprk
connectivity. According to Reference [2], the NIC proxy technique may be applied to more than 90 % of
the received packets on a host during idle periods.

External proxy is offloading traffic processing to an external system within a LAN, so that the proxy acts
for a number of end-devices. It can feature a more efficient CPU and thus, offload the end-host from an
even higher number of network maintenance tasks. Delegation of ARP processing is a typical example
of external proxy. For example, a switch acts as a proxy for ARP traffic, allowing the target machine to
sleep at least until data traffic is sent. Energy-aware proxies are instead implemented in Reference [10]
as a modular routers. The authors implemented four different kinds of proxies, of increasing complexity,
showing that although the potential energy saving is considerable, nevertheless trivial approaches are
not sufficient to fully exploit the potential saving. Indeed, while broadcast traffic is easily filtered, a
significant implementation effort is needed to properly handle unicast traffic. Finally, it is noted that all
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the above work do not take into account the residential environment, where set-top-boxes are likely to
offer opportunities for external proxy functionality[2][14].

Regarding the standardization activities for network proxy, ECMA has published a proxying document.
It specifies maintenance of network connectivity and presence by proxies to extend the sleep duration
of hosts. It specifies capabilities that a proxy may expose to a host, information that must be exchanged
between a host and a proxy, and required and optional behaviour of a proxy while it is operating,
including responding to packets, generating packets, ignoring packets, and waking the host. However,
this document does not specify communication mechanisms between hosts and proxies and extension
or modification of the referenced specifications and support of security and communication protocols
h—asHRsec MACSeeSSELTLS Mebile 1R et The ECMA specificationhasbeen—adopted by

Fa
T

SUGH Heatioh—haS

ISQ/IEC JTC1 and has also been published as ISO/IEC 16317:2011[15].

A.2.2.3 Energy-aware infrastructure

Th¢ mechanisms discussed in the previous subclauses involve local decisions, through a sin
or f very small set of collaborative devices. While these techniques alone affer non negligi

saying, further improvement can be expected from a reasonable amountof collaboratio1

gle device
ble energy
1 between

indfividual devices, sharing a wider knowledge on the system state."One approach is tc
respurce on/off periods according to the received request and evaluate the energy savings b
a resource energy management method on a historical request-tecord[l6l. Another in
approach is proposed in Reference [17], which considers the-automatic adaptation of thg

thely do not propose strategies to determine‘@when and for how long nodes should ideally slg

schedule
y applying
cremental
b link rate
rsts at the
within the
y, periods
spect to a
e spent in
transition
[, although
ep (notice

that global coordination may be very hard te achieve). Moreover, the effects of the traffic shaping on the

jitter are not analysed, even if they are€xpected to be important.

Other works instead advocate thease of clean-slate approaches, with a higher use of optica
(e.g. Dense Wavelength Division Multiplexing). It is now admitted that optical switching is 1

networks
huch more

engdrgy efficient, while offering’an extremely large capacity. At the same time, these technologies still

suffer from a lack of flexibility with respect to the electronics domain. A future challenge is p
fing efficient architectures combining both optical transport and packet processing, when ng

lly, the problem.of introducing energy-awareness into the network design process is
References [18]«and [19] from an operational research point of view. In more detail, Refe
intfoduces thevenergy consumption cost into the multi-commodity formulation of t
prdblem, tggether with the performance and robustness constraints. A similar approach
in
performance, highlighting the fault tolerance characteristics of the different possible workin

robably to
eded.

studied in
rence [18]
he design
s adopted

eference [19], which evaluates also the trade-off between energy consumption ang network

e points.

If muchTmprovementis expected from the Ink layer, through InkK adaptations and proxying techniques,
the network layer may also be involved in the reduction of the energy expenditure. Following the
resource-consolidation principle, energy-aware routing generally aims at aggregating traffic flows
over a subset of the network devices and links allowing other links and interconnection devices to
be switched off. These solutions shall preserve connectivity and QoS, for instance, by limiting the
maximum utilization over any link or ensuring a minimum level of path diversity. Flows aggregation
may be achieved, for example, through a proper configuration of the routing weights. Formally, energy-
aware routing is a particular instance of the general capacitated multi-commodity flow problems[20],
and thus, falls into the set of the offline solutions concerning dimensioning.

Energy-aware routing has been first evoked in the position paper(21], but just as a hypothetical working
direction (under the name of “coordinated sleeping”) by taking the example of two parallel routers
acting on the boundaries of an AS. The possibility of coordinating the sleeping periods of these two
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routers is discussed, speculating on the impacts on fault tolerance and the required changes to routing
protocols. On the one hand, OSPF considers, by default, sleeping links as faulty and requires an update
of the shortest paths, which requires time consuming computation. On the other hand, IBGP may suffer
from routes oscillation and see occasionally forwarding loops. The paper indicates a possible solution
to this problem through the use of different pre-computed solutions or in the presence of a unique
centralized omniscient decision point.

A.2.3 Storage system-level technology

There exist many technologies for improving the energy effectiveness of computing systems in terms of

| £ fal £l 1 £all
hardware pnd-software-Someof the CXAaNMIPICS arc as [011owWs:

— Virtudlization, tiering and application alignment: virtualization of storage enabled multjple
systerps to share and access a single storage device. The storage infrastructure included both
and NAS environments. Virtualized storage environments enable tiered storage and transfers data
amongst virtual storage machines with relative ease. Tiering and application alignment had impact
on performance by increasing utilization and scalability, enabling multi-vendor sourcing gnd

simplifying management. Tiering strategies reduced overall ownership cost of the storage. Stor
medium allocation improvement was done through NAS/SAN virtualizatieh;system to applicat
mapping and alignment and data migration.

N

ge-
ion

— Capacjty management: capacity management had improved the utiliZzation rate of storage devices

by implementation of various techniques such as thin provisioning, fabric unification, stor
reclamation and capacity management reports and metrics.

— Data
restri
next-g

— Solid
SSD h
hard ¢

— Data
provis
space
capac

— Dynai
speed

— Energ
Distri
high g

have lbeen designed in order to maximize performance, there exists a few of them having b

desigy

anagement: data management technologies reduced-the volume of data to be stored {
‘ted the capacity growth through various techniques like writable snapshots, deduplicat
eneration backup and recovery, etc.

state disk (SSD): persistent storage devices‘\that use semi-conductor memory technolog
hve no moving parts and use less power-pér unit of performance than most rotating me
isks.

reduction: data reduction technelogies such as compression, deduplication and t
ioning reduce storage consumption. Deduplication reduces redundancies that consume d
unnecessarily. Thin provisioning enables more efficient disk space utilization by not reserv
ty from the storage allocdtion pool before there is actual data to be stored.

hically adjusting disk rotation speed (DRPM): it allows dynamic modulation of the disk s
so DRPM adjusts,disk rotation speed to match the required performance.

y efficient file systems: file systems are used for organizing data in data storage devi
buted file systems are widely employed in large scale computing systems. In the contex
erformance computing, parallel file systems are widely used. While most of the file systg

ed inorder to target the problem of energy efficiency[42][43].
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