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Foreword

ISO (the International Organization for Standardization) and IEC (the International Electrotechnical
Commission) form the specialized system for worldwide standardization. National bodies that are
members of ISO or IEC participate in the development of International Standards through technical
committees established by the respective organization to deal with particular fields of technical
activity. ISO and IEC technical committees collaborate in fields of mutual interest. Other international
organizations, governmental and non-governmental, in liaison with ISO and IEC, also take part in the

work.

The procedures used to develop this document and those intended for its further maintenance

are describe
needed for t
accordance W
www.iec.ch/1]

I 1n the ISO/IEC Directives, Part 1. In particular, the ditfferent approval. d
he different types of document should be noted. This document was _draf

riteria
ted in
ves or

ith the editorial rules of the ISO/IEC Directives, Part 2 (see www.iso.org/divect
hembers experts/refdocs).

Attention is d
of patent rig
rights. Detail
Introduction

rawn to the possibility that some of the elements of this documentimay be the
nts. ISO and IEC shall not be held responsible for identifying any or all such
5 of any patent rights identified during the development of the document will be
hind /or on the ISO list of patent declarations received (see www:is6.org/patents) or {

list of patent

Any trade na
constitute an

For an expla
expressions 1
the World T
WWW.iS0.0rg

]i:
e used in this document is information given for the cenvenience of users and dd

clarations received (see https://patents.iec.ch).

endorsement.

elated to conformity assessment, as well -as information about ISO's adhere
fade Organization (WTO) principles in_the Technical Barriers to Trade (TB

This docume
Subcommitte

Any feedbac

body. A conpplete listing of these.bodies can be found at www.iso.org/members.htn

www.iec.ch/1]

iso/foreword.html. In the IEC, see wwwiiec.ch/understanding-standards.

ht was prepared by Joint Technical;Committee ISO/IEC JTC 1, Information tech
e SC 35, User interfaces.

or questions on this document should be directed to the user’s national stal

ubject
patent
in the
he IEC

es not

hation of the voluntary nature of standards,‘¢thé meaning of ISO specific terms and

hce to
[) see

nology,

ndards
1 and

ational-committees.

© ISO/IEC 2023 - All rights reserved


https://www.iso.org/directives-and-policies.html
https://www.iec.ch/members_experts/refdocs
https://www.iso.org/iso-standards-and-patents.html
https://patents.iec.ch
https://www.iso.org/iso/foreword.html
https://www.iec.ch/understanding-standards
https://www.iso.org/members.html
https://www.iec.ch/national-committees
https://iecnorm.com/api/?name=b083f3ea3c1c43bc7cf4fdd8854e1ee5

ISO/IEC 24661:2023(E)

Introduction

Speech interaction user interface (UI) has been widely used for industrial applications and daily
services. For example, it can be applied to automatic customer service in the telecommunication
industry as a part of an interactive voice response system. From a communication point of view, a speech
interaction Ul can be recognized as a duplex-based system which enables bidirectional communication.
In the early stages, speech interaction Uls for conventional dialogue systems were generally half duplex
(HDX) based and were designed to be in a turn-oriented work mode. As the requirements of human-
machine interaction have grown in complexity and diversity, the turn-oriented speech interaction Ul
has become unfit for a conversation between humans and machines.

Curret
orient¢d conversations between humans and machines. The most significant differences

tly, Tull duplex (FDX] techniques are used In the speech interaction UT to support session-

etween turn-

orientg¢d and session-oriented speech interactions are continuity and naturalness;-whith have made

great progress in various applications of speech interaction Ul, e.g. smart speaker, chath
assistgnt.

ot, intelligent

In rec¢nt years, a growing number of FDX speech interaction Uls have been studied apd developed.

This re¢quires a common understanding of general models and specifications through st
activitfies. In response to the standardization needs both from industry and academia,
intends to provide a reference architecture, functional components.and technical requirg
speech) interaction Ul. For the benefit of system designers, develepers, service providers
users, this document is composed of the following clauses:

Clause 5 describes a functional view and general fedtures of FDX speech interaction;

Cl

e & &

huse 7 specifies the functional requirements regarding each functional layer;
huse 8 discusses the processes of FDXispeech interaction U,

huse 9 describes security and privacy considerations related to FDX speech interac

indardization
his document
ments of FDX
and ultimate

huse 6 provides a reference architecture and functional layers of FDX speech interaction UI;

tion UI.
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Information technology — User interfaces — Full duplex
speech interaction

1 Scope

This document specifies user interfaces (Uls) designed for full duplex (FDX) speech interaction. It also
specifies the FDX speech interaction model, features, functional components and requirements, thus
providing a framework to support natural conversational interfaces between humans anf machines. It
also pfovides privacy considerations for applying FDX speech interaction.

This dpcument is applicable to Uls for speech interaction and communication pretoc€ols for setting up a
session-oriented FDX interaction between humans and machines.

This document does not define the speech interaction engines themselves or specify [the details of
specific engines, devices and approaches.
2 Normative references

There pre no normative references in this document.

3 Terms and definitions
For th¢ purposes of this document, the followingterms and definitions apply.
ISO and [EC maintain terminology databases‘for use in standardization at the following afldresses:

— ISP Online browsing platform: available at https://www.iso.org/obp

— IE[C Electropedia: available at hittps://www.electropedia.org/

31
duplex
metho(d of communicationcapable of transmitting data in both directions

[SOURLE: 1SO 2100%1:2005, 2.18]

3.2
full dyplex
FDX
method \dfCommunication capable of transmitting data in both directions at the same tinje

[SOURCE: ISO 21007-1:2005, 2.25]

3.3
functional unit
entity of hardware or software, or both, capable of accomplishing a specified purpose

Note 1 to entry: Functional units can be integrated as a system.

[SOURCE: ISO/IEC 2382:2015, 2123022, modified — Note 1 to entry has been changed and Note 2 and
3 to entry have been removed.]
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3.4
half duplex
HDX

method of communication capable of transmitting data in both directions but only in one direction at

any time
[SOURCE: ISO
3.5

21007-1:2005, 2.27]

microphone array
system that is composed of multiple microphones with definite spatial topology, which samples and
filters the spatial characteristics of signals

3.6

speech inter
activities of i
speech

Note 1 to entry

3.7
speech recog

ction

: A system can be seen as a combination of functional units (3.3).

nition

automatic speech recognition

ASR
conversion, by

Note 1 to entry
[SOURCE: ISO

3.8
speech synth
generation of

Note 1 to entry
to speech is th{

Note 2 to entr)

F a functional unit (3.3), of a speech signal to a representation of the content of the g

: The content to be recognized can be expressed as aproper sequence of words or phonem
IEC 2382:2015, 2120735, modified — Notes2'to 4 to entry have been removed.]
esis

speech from data through a mechatiical method or electronic method

: Speech can be generated from text, image, video and audio. The process of conversion fr
main approach in speech interaction (3.6).

- The result of speech synthesis is also called "artificial speech” in order to differ from

speech througl human vocal organs.

3.9
voice activity
VAD

process of an
speech strear]

3.10

r detection

hlysis and)identification of the starting and ending points of valid speech in a cont
n

formation transmission and communication between humans and a systém through

peech

m text

hatural

nuous

voice trigger

process in a system in the audio stream monitoring state, which switches to command word recognition,
continuous speech recognition and other processing states after the detection of certain features or

events
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4 Symbols and abbreviated terms

AAC advanced audio coding

AC3 audio coding 3

Al artificial intelligence

ASR automatic speech recognition

EVRC enhanced variable rate codec

FDX full duplex

HDX half duplex

ML machine learning

MP3 MPEG audio layer 3

NER named entity recognition

NLG natural language generation

NLP natural language processing

NLU natural language understanding

SNR signal-to-noise ratio

TTS text-to-speech

Ul user interface

VAD voice activity detection

WAV waveform audio filexformat

WMA Windows media audio

5 Oyerview of FDX speech interaction Ul
5.1 Functional view

Speech .iateraction Ul can function as a communication channel between a human angl a system. A
user can-applya-speechinte {6 o-have Shve HoR-with er-white stem can also

respond to the user with synthesized speech through the speech interaction Ul Such bidirectional
communication can be viewed as a duplex speech interaction. With different data transmission
sequences, there are two types of duplex speech interactions, including HDX mode and FDX mode.

In the case of HDX speech interaction, both a human and a system can communicate with each other in
one direction at a time. An HDX speech interaction is characterized as a turn-oriented dialogue, where
a system will return to the default state after it finishes one round of dialogue. In addition, the system
cannot collect speech signals during the process of its speech broadcasting.

NOTE1 Atypical HDX-based communication system is a two-way radio such as walkie-talkie. A walkie-talkie

uses a "push-to-talk” button to control the signal transmission channel. A user can turn on the transmitter and
turn off the receiver by using the button, so that the voice from remote users cannot be heard.

© ISO/IEC 2023 - All rights reserved
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In contrast to HDX speech interaction, FDX speech interaction allows a human and a system to
communicate with each other simultaneously. An FDX speech interaction is characterized as a session-
oriented conversation, where a system keeps the conversation continuous and ensures that both user
and system are in the same context after two or more rounds of dialogue. In addition, the user and the
system can speak within the same interval of time. Example scenarios of FDX speech interaction are
shown in Annex A.

NOTE 2 A typical FDX-based communication system is the telephone, where both local and remote users can
speak and be heard at the same time.

From the functional point of view, a system can keep receiving the input data from the user and
providing feedback to them through an FDX speech interaction Ul during the whole human-machine

conversation. Figure 1 depicts a tunctional view ol FDX speech 1nteraction UI that 1ncludes Jnputs,
processing and outputs.
Scenario and Knowledge Computational
context and data approaches
4 N\
" Input {interruption): | ,
i . EELAN Interaction
1 - Speech signals I ASR task
.- Jnformationfrequest _! 1 1 $.
Input: | N ||| Output:
- Speech signals ] Conversation processing fl> -Artificial speech
- Information frequest |_ |_ -Answers/information/agtions
Semantics frs
understanding
\FDX speech interaction Ul

Figure 1 — Functional view of FDX speech interaction Ul

This function
achieve its go
transcript thg
make predict
take actions

contrast to H
acquisition by
system is out
interruption,
the same timg
whenever the

hl view provides a non-technical description of how an FDX speech interaction use
h1. Through the FDX speecliinteraction Ul, a system can receive the input speech §
useful signals into thé text, abstract the semantic information from transcriptio
ons and decisions regarding interaction tasks based on semantic information, and
based on the decisions or provide speech feedback to users as the outputs, or b
DX mode, an FPX'speech interaction is characterized by functions of continuous
r a system after’it has been awoken once. Such function can be performed even ¥
putting syfithesized speeches or other actions. This is considered to be a convers
.e. technioally, both uplink speech stream and downlink speech stream may take g
. An.FDX speech interaction Ul shall have abilities to execute the conversation prog
recare’speech interruptions and to generate updated outputs based on the new inpt

s Ul to
ignals,
n text,
either
pth. In
speech
vhen a
htional
lace at
essing
1ts.

During this process, scenarios and contexts can be used to define the semantic range of the conversation.
A conversation can be cross scenarios and contexts. General knowledge and big data are required for
the conversation processing. Computational approaches such as cloud computing and Al computational
approaches should be introduced in the FDX speech interaction Ul Such functional components are
applied to performing intelligent conversation processing, which is a distinguishing characteristic of
FDX mode compared with HDX mode

5.2 Main characteristics

5.2.1 General

To demonstrate the breadth of FDX speech interaction Ul, some common characteristics are described
in 5.2.2 to 5.2.8. In the aggregate, these characteristics are intrinsic to many FDX speech interaction
Uls, which will differentiate FDX speech interaction Uls from non-FDX speech interaction Uls. The list
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of characteristics of FDX speech interaction Uls is not exhaustive, but broadly conceptual and not tied
to a specific methodology or architecture.

5.2.2 Continuous

Through an FDX speech interaction Ul, a user can keep talking as continuous inputs, while the system
can keep receiving and processing the input data.

5.2.3 Natural

An FDX speech interaction Ul can support a natural conversation between a human and a system. A
systenp-erly-needsto-be-awokenonce-at-the-beginningof-the-conversation—Ausereantglk at will and

freely |nterrupt the system at any time during a conversation.

5.2.4 | Adaptable

An FDK speech interaction Ul can adapt to different changes in itself and thé-environmgnt in which it
is deployed. It can be used in different vertical industries and applied to cross-domain applications and
tasks by feeding on dynamic data and updating status based on new data.

5.2.5 | Initiative

An FDK speech interaction Ul can exhibit dynamic predictions of conversational intenfion based on
externjal data sources, control the pace of conversation, arid actively provide feedback to guide the user
for furfther steps.

5.2.6 | Context-based

An FDX speech interaction Ul builds its cote functions on context, e.g. semantic uhderstanding,
historical information inheritance, data analysis and dialogue generation.

5.2.7 | Knowledge-based

An FOX speech interaction Ul.ean use knowledge from multiple sourced informatjon, including
contextual information, histerical information, retrieval information and user infofmation. This
information can be stored in the general knowledge and database.

NOTE Retrieval infermation refers to information that is searched from other resourcef, e.g. internet
websit¢, database and knowledge base.

5.2.8 | Model-based

An FDK speéch interaction Ul operates with various degrees of utilization of an acoustic model and
languarf(ge model. With the rapid development of emerging technologies, some FDX spee¢h interaction
Ul are also embedded with cloud frameworks and Al-related models, e.g. convolutional neural network
(CNN), recurrent neural network (RNN) and long short-term memory (LSTM) network.

6 Reference architecture of FDX speech interaction Ul

6.1 General

Based on the functional view described in Figure 1, a reference architecture of FDX speech interaction
Ulisrepresented in terms of functional layers depicted in Figure 2. It provides a common understanding
of function units and their relationships, which are technically necessary to construct an FDX speech
interaction Ul. While this reference architecture is not limited to a specific base technology (e.g. FDX
speech interaction UI built with neural networks), it does not encompass every type of dynamic FDX
speech interaction Ul

© ISO/IEC 2023 - All rights reserved 5
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Interaction tasks

Functional components

Acoustic acquisition

Speech recognition

[ Speech .Sl.gnal ] [ Voice pl.ﬂe_ ] [ Continuous ASR ] [ Semantic VAD ] [ lrrelermt .content ]
acquisition processing rejection
Speech synthesis Conversation processing

f Dialogue ] f Data ] f Semantics ]

(
He management J l searching ranking l Re3
. J/
Resources
Knowledge base Data resources
Declaratfive Procedure Scenario data Business data User data Historica
knowledge knowledge data
Computing infrastructures
Cloud 3nd edge computing Al and ML systems Network

This referenc
terms of the iJ
and tested se
the system an

NOTE The
app and custon

Speech data s
speech data f
to the user. B
provide the sy

Figure 2 — Reference architecture of FDX speech interaction Ul

e architecture consists of multiple tayers and components. Such layers can be descr
puts, the outputs and the intents or functions. Each layer and its components can b
barately. All layers can be integrated together to enable users to have conversation]
d help to fulfil their requirements.

system can be various\smart devices, e.g. smart phone, smart home appliance, intelligent as
her service robot.

treams are transmitted through two physical channels. The upstream channel tra
‘om the user-to system. The downstream channel transmits speech data from the §
bth channels shall be able to work at the same time without mutual-interference, {
r'stem with the capability of “hearing” while “talking”.

bed in
e used
s with

sistant

hsmits
ystem
hus to

6.2 Intera

tionmtasks

Interaction tasks refer to some specific purposes and requirements that need to be satisfied using an
FDX speech interaction Ul. One or more tasks can be defined for FDX speech interaction UI.

Each interaction task can be logically designed using traditional software engineering approaches,
which involves defining the scenarios, the environmental features, the input and output, the function
units, the database and the data flow.

Interaction tasks differ in the types of scenarios and the user requirements. Examples of interaction
tasks can include, e.g. phone call, navigation, home service, chatting. While the scenarios should be
defined in a general design, methods to resolve the specific problems should be addressed during
the construction process. For example, using FDX speech interaction for a task of navigation, while
a car driving scenario should be defined in the top-level design process, the point of interest (POI),

©ISO/IEC 2023 - All rights r
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the key words and the statement of specific enquiry of road and route should be addressed during the
construction process.

6.3 Functional components

6.3.1 General

In FDX speech interaction Ul, interaction interface is a functional combination of “hearing”,
“recognizing”, “understanding” and “talking”. An interaction interface is created using functional
components including acoustic processing, speech recognition, conversation processing and speech
synthesis. Figure 3 shows an example procedural relationship of the main functional components

referrlng o the Input and the output of FDX speech imteraction.

:u Input

System | T
Acoustic processing Responding
Speech recognition Thinking

Conversation processing Understanding

Speech synthesis Listening

> O
Output (=]
User

Figurle 3 — Example procedural relationship of the main functional components of FDX speech
interaction Ul

While the compongfits described in the 6.3.2 to 6.3.5 play core functions in an FDX speech interaction Ul,
additignal functions can be added or modified to fulfil the user’s extra requirements. Althgugh there are
temporal relations in the process of speech interaction between these components, somg components
can inferact with others at the same time. For example, the semantic voice activity detectjon (VAD) and
the irrgelévant content rejection in speech recognition also use the NLU and the semantics|processing in

convensation pracessing The vaice trigger function hased on ASR is mainly used in the dcoustic front-

end.

6.3.2 Acoustic acquisition

Acoustic acquisition refers to functions of speech signal acquisition and voice pre-processing using
microphone or microphone array in the front-end of FDX speech interaction UI.

A microphone array is generally composed of two or more microphones in the linear form, the planar
form and the spatial steric form. Front-end related algorithms (e.g. beamforming algorithm, de-noise
algorithm) should also be included as a part of microphone array. Examples of the structure of a
microphone array are shown in Figure 4.

© ISO/IEC 2023 - All rights reserved 7
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Oo—O

A
O

a)L

A microphong

Figure 4 — Examples of microphone array structure

array is often used to take sound samples and to process the,spatial characterig

the acoustic flield. In FDX speech interaction Ul, microphone array is not enly used to collect

signals, it alsq

can be used for different voice pre-processing functions. Unlike HDX speech inter

an FDX speech interaction is featured by capturing the speech signals fr'em the target speaker co

and precisely]
including bac
order to perf
speech from t

often in a complex environment. Such an environment is filled with various §
kground noises or echo sounds or speech voices frem other people. Most importa
brm a conversational interruption function, it shall ‘be able to distinguish the spg
he output synthesized speech generated by the'system itself. Therefore, to enable

speech interaction, the input speech signals need to be preé-processed. The following non-exhs

list describes

a) Speech e
especially
are even
other peo

b) Acoustic
of the tar
A speake
mobility.

c) Dereverb
propagat
floor and
asynchro
array can

some typical functions that can be applied:

hhancement: the process of extracting“pure speech signals from a noisy backg
F in a complex acoustic environment, when the speech signals have interference fi
submerged by, all kinds of noise {(inicluding background noise and unrelated voice

source localization: the use-of the microphone array to calculate the angle and di
get speaker, in order to.implement speaker tracking and choosing the speech dir
I does not need to move the microphone to adjust its receiving direction and hg

pration: reverbération often refers to the acoustic phenomenon that, when soun
bd in an enclosed space (e.g. indoor space), the waves will be reflected by walls, ¢

hous-$peech signals will overlap each other, resulting in the masking effect. A micrg
use the following approaches to implement dereverberation:

near form b) Planar form c) Spatial stericform

ple). The beam forming approatch can be used to restrain noise and enhance speech.

tics of
speech
hction,
'rectly
ounds
ntly, in
paker’s
in FDX
ustive

round,
om, or
s from
]

stance
ection.
s high

ds are
eiling,

other obistacles forming a superposition with the original sound. Due to reverberatipn, the

phone

1) blind

signal enhancement approach taking the reverberation as the common additive no

applying a speech enhancement algorithm to them;

se and

2) beam forming based approach forming a voice pickup beam in the target direction by weighted
summation of collected signals and attenuating the reflected sound from other directions;

3) inverse filtering approach using microphone array to estimate the room impulse response

(RIP)

and using a reconstruction filter to compensate the dereverberation.

d) Speech source extraction and separation: the process of extracting the target speech signal from
multiple sound signals and speech source separation that is intended to extract the multiple
mixed speech signals. Both the beam forming approach and the blind source separation approach,
including the principal component analysis and independent component analysis, can be used for
this function.
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e) Acoustic echo cancellation (AEC): it ensures the Ul can collect speech signals when it is broadcasting
audio functions (e.g. music, artificial speech) and it plays an important role in the FDX speech
interaction Ul. When a user at the far-end A is speaking, the speech is collected by the microphone
and will be transmitted to the communication device at the near-end B and broadcasted by a
speaker. The speech signals will then be picked up by the microphone at the near-end B, forming
an acoustic echo. Such echo signals will return to the far-end A through transmission and be
broadcasted through a speaker at the far-end A. The user will then hear his/her own voice. The
acoustic echo signal can largely impact the speech acquisition effect, and therefore shall be
removed during the speech collection process. An adaptive filter with a finite impulse response
(FIR) structure can be used for the AEC function.

6.3.3

L 1 Ly
JPCCTLITN TTLUGIIIUIUIT

6.3.3.1 General

In FDX
texts,
irreley

speech interaction Ul, a speech recognition component is used to convert speech signals into
which represent the content of the speech. It consists of continuolis-ASR, semantic VAD and
ant content rejection.

6.3.3.2 Continuous ASR

inuous ASR unit attempts to recognize the continuous speech stream. It is composgd of encoder,
ic model, language model, lexicon and decoder. Figure 5 shows an example of a cgntinuous ASR
vork.
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Figure 5 — Example framework of continuous ASR

br refers to an extracting feature from speech signals. It can be used to transfoy
into a multi~dimensional vector that represents the utterance information. Prev
finuous(@ASR include linear prediction coefficients (LPCs), perceptual linear pre
n, bottleneck, filterbank, linear predictive cepstral coefficient (LPCC) and Mel-sc

Xt

m each wave
hlent features
dictive (PLP),
ale frequency

cepstrpl eoefficients (MFCCs).

NOTE Tandem and bottleneck can be extracted using a neural network. Specifically, tandem features are
obtained by reducing the dimension of a posterior probability vector of the corresponding class of nodes in the
output layer of neural network and splicing with MFCC or PLP features.

The acoustic model training is usually implemented on feature vector and output phoneme information.
The lexicon refers to word and phoneme correspondence, e.g. correspondence between phonetic
alphabet/symbol and characters/word. The language model is used to obtain the probability of word
correlation by the model training on a large amount of text information. The decoder algorithm is used
to output texts from feature extracted speech data through the acoustic model, lexicon and language
model.

Depending on ASR, the function of voice trigger plays the role of initiating a conversation between a
human and a system. Voice trigger often refers to the wake-up of the system using voice command
words or phrases through FDX speech interaction Ul. The voice trigger often functions at the front-
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end. In order to provide a natural conversation, the command words can be combined with continuous
speech for the voice trigger, which is introduced as a “one-shot” voice trigger.

6.3.3.3 Semantic VAD

The purpose of semantic VAD is to identify and eliminate the silent period from a speech signal
stream and distinguish between speech and non-speech based on time-frequency domain features
and semantic features. Conventional acoustic VAD approaches, including the energy-based approach,
periodic feature-based approach and multi-feature fusion approach and zero-crossing rate, can be used
for near-field ASR.

A continuous

peech stream often contains a variety of background noise and is affected by the

peech

speed and wa
effective. Con|
semantic VAI]
calculate the
the sub-sente

6.3.3.4 Irrd

The purpose
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6.3.4.2 NLU

Generally, NL
language, and
NLU can be s¢g
supposed to 1

Two fundamg
and intention

y of speaking. The acoustic VAD based on the energy or zero-crossing rate methog
sidering many scenarios with high noise (i.e. low SNR) and far-field speech-pick

method should be used. The ML method (e.g. LSTM, deep neural netwofrk])-is u
semantics truncation probability to dynamically set the silence waiting-time and
ce text.

levant content rejection

of irrelevant content rejection is to check whether the FDX\speech interaction

nd reject the input content that cannot be processed or‘should not be processeq
is generally unrelated to the interaction task as well as'the conversation topic or ¢
lude invalid speech. More importantly, disambiguation-can be achieved through sg
pction.

prsation processing

eral

processing is used for system “understanding” and “thinking” purposes. Underst
LU and semantics ranking funetions. Thinking refers to the data searching and di
Functions. Conversation processing can also be regarded as a process of dialogue ju

]

J refers to extraction of information from text or speech communicated to it in a 1
the productionof-a description for both the given text or speech, and what it repr
en as a part 6f NLP, which will convert text or speech into an internal description W
e the semdntic representation of the input.

is not
p, the
sed to
putput

Ul can
. Such
pntext.
enario

hnding
plogue
mping.

atural
bsents.
hich is

ntal_functions in NLU are used to support FDX speech interaction Ul includi
understanding. The purpose of NER is to seek to recognize and label the deno

names of, e.g

NER

thtional

}

person, location, organization. Based on NER, the function of intention understanding

can include domain classification, intention recognition and semantic labelling. Figure 6 depicts the
relations among domain classification, intention recognition and semantic labelling and their roles in
the levels of intention understanding.
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p-level is domain classification, which involves classifying the meaning.of a s¢
vel domain category. The middle level is intention recognition, whieh’is to re
of the statement with the grammar network and map them to a defirfed expressi

tion, which refers to a process of generating and tagging labels.fepresenting the spg
inings (e.g. NER results) to the key word or the statementwith semantics slots.
g can also be regarded as a sequence labelling task for selecting useful semantig
r’s intention, which can be solved using rule-based or ML-based approaches.

Semantics ranking

the NLU, it is available for generating one ex*more semantics paths. The inten
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Cognize more
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1ine an optimum path to define the final'semantics.

| Data searching

barching can be used to conyert a user's semantic information into a business reg
nat meet the user's needs\from a large amount of business data, and return it to
response text information for NLG according to the searching results.

, semantic correction and business data sorting. Data retrieval should be deployed
ervices, to quickly and accurately meet the business needs of users based on stro

a)
b)
‘)
d)
e)
f)

iflity.

Dialogue management

hpproaches to

uest, find the
the user and

etrieval can include semantics inheritance, semantics post-processing, information source

in the form of
ng computing

lexicalization: task of finding the right word or phrase to express the information;

© ISO/IEC 2023 - All rights reserved

NLG, dialogue

asks:
text content determination: task of deciding what information can be included in the text;
text structure: task of determining the order in which information is presented in the text;

sentence aggregation: task of deciding what information to present in a single sentence;

referring expression generation: task of selecting words and phrases to identify the domain object;

linguistic realization: task of combining all the words and phrases into well-formed sentences.
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Dialogue guidance refers to updating the current user's scenario and status by using the scenario state
semantics and the searched data, and generating the prompts based on those semantic data, to guide
the dialogue or open a new topic.

Tempo control refers to coordination and control of the conversation tempo according to the scenario
data, speaker status (speaker type, emotion) and conversation state (speech speed, intonation), so as to

make the human-system conversation more natural. It mainly includes following functions:

dynamic

active silence breaking;

emotion recognition and expression;
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enting FDX speech interaction, conversation disfluency.ficeds to be considered a
mic natural speech.

Using FDX speech interaction U], a system can implemént an active utterance response
ng or chooses to be silent as a listener when the user’keeps talking.

th synthesis

bsis refers to conversion of data to speech that represents the content of the datg
teraction Ul, the function of conversjon of text to speech called TTS is characterize
hatural voice output. It can be rec@gnized as a reverse process of ASR and is comp
three parts:

rsis, used to extract textualfeatures and transform a grapheme into a phoneme bas
dictionary;

nalysis, used to predict the fundamental frequency, duration, tone, intonation, spe
sodic features;

inalysis, usédito implement the mapping from textual parameters to speech parar
y the speech’is synthesized by a vocoder.

oachies for TTS include waveform splicing and parametric synthesis. The former in
prepriate splicing units from the corpus and splicing them into sentences. Th
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hd can
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and acoustic parameters.

6.4 Resources

6.4.1 Knowledge base

Depending on the application, FDX speech interaction Ul needs to be operated by relying on human
knowledge, at the very least for the conversation processing component. Knowledge can also be acquired
during the operation stage. Once acquired, new knowledge combined with an existing knowledge base
can be applied to the defined interaction task.

From an information processing psychology perspective, knowledge can be categorized into declarative
knowledge and procedural knowledge. Declarative knowledge is knowledge about what is. It is easy
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to be verbalized and translated into statements and thus it can be regarded as explicit knowledge.
Procedural knowledge is knowledge about how to do something. It is often hard to be verbalized and
described and thus can be regarded as tacit knowledge. The types of knowledge in this document are not
exclusive. There are other taxonomies of knowledge such as episodic knowledge, abstract knowledge,
factual knowledge, conceptual knowledge and metacognitive knowledge.

EXAMPLE A proposition of “the capital of China is Beijing.” is declarative knowledge, while “how children
learn to speak” is procedural knowledge.

NOTE Within the Al domain, procedural knowledge can be regarded as a programming intelligence that
describes how to do something for Al. This kind of programming includes many different programs that the Al
system can execute and then allows the system to complete these tasks in a declarative knowledge-based Al

: i esse z er-khow i i to utilize the

semantic relationships and axioms. They are coded into machine readableformat using, ¢.g. extensible
markup language (XML), resource description framework (RDF) and web ontology lanjguage (OWL).
Knowledge is often engineered with graphic-based models (e.g. Kmowledge graph) and databases
(e.g. NpSQL database) for specific conversation topics. Such knowledge techniques embedded within
the FOX speech interaction Ul can help the system to obtain hiuman knowledge, make inferences in a
transparent way and, therefore, support a better conversational performance. More information for
knowlgdge engineering and representation are described jn 1SO/IEC TR 24372I8l.

6.4.2 | Data resources

Data resources for an FDX speech interaction process can include scenario data, busingss data, user
data apd historic data. Such data are importantfor each functional component described in 6.3 and
for tralining, testing and operating of FDX speéch interaction Ul. Some FDX speech interaction Uls can
use "cpntinuous learning", where the inptt'data and the resulting action are also used [to update the
databdse held by the FDX speech interaction Ul while the FDX speech interaction Ul is op¢rating.

6.5 Computing infrastructures

6.5.1 | Cloud and edge computing

FDX speech interaction;ean use cloud and edge computing to provide better service. For lexample, ASR
and conversation pfrocessing can be deployed on the cloud which offers a strong computjng capability.
For the front-end_component, the edge computing can be used to enhance performajnce. Figure 7
exempllifies thie )Jdeployment of functional components of an FDX speech interaction [UI. For cloud
compyting,-technical details are described in ISO/IEC 17789.[2] For edge computing, morje information
can be|found in ISO/IEC TR 23188.[¢]
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Figure 7|— Example deployment of functional components of FDX speech interaction Ul

6.5.2 Al and ML systems

In recent yeafs, Al and ML systems have been applied to support all kinds of intelligent devices and
services. The|deep neural network based ML systems approach (e.g. RNN, LSTM, CNN) can b used
for knowledg¢ acquisition and model training, validation and verificatioil. Transformer-based lafguage
models, such|as bidirectional encoder representations from transformers (BERT), generatiye pre-
training (GPT) and switch transformers, are typical deep learning techniques used for NLP|tasks.
The transformer model is characterized by attention, self-atfention and positional encodings,|which
allows a massjively parallel computing for NLP. More information on Al and ML systems are descrjbed in
ISO/IEC 2298p,[31 ISO/IEC 23053[4] and ISO/IEC TR 243728},

6.5.3 Netwprk

In case of clpud-edge services, network resaurces are also essential for supporting FDX gpeech
interaction U]. This requires high bandwidth(@and low latency.

7 Functional requirements and recommendations of FDX speech interaction Ul

7.1 Generdl requirements and recommendations
The FDX speefh interactien Ul shall:
— be able td operaté using natural speech language by human users;

— onlyneedtobetriggered at the very beginning of the conversation and shall not have to be triggered
during the eohversation;

— beabletobeintervened with meaningful interruption on purpose atany time duringthe broadcasting
or speaking and shall be capable for proceeding dialogue after being interrupted by human users;

— perform conversations based on the context.
The FDX speech interaction Ul should:
— be operated using other manners such as gesture and movement;

— have an icon or a cue (in visual or audio) on itself that reminds a user of whether FDX speech
interaction is operating;

— be capable of providing visual or audio feedback of the result of the ASR that can be accessible and
editable or modifiable by a user;
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NOTE1 If the device is screen-attached, the result of the ASR can be displayed on the screen for visual
accessibility.

NOTE 2  This function is useful when the system helps a user for recording the information using speech
interaction, thus the user can implement some degree of oversight and control on the result.

— have a physical or a virtual button on itself that controls the interaction functions and sets up the
preferences;

NOTE 3  Settings can include the function setting, language setting and information setting.

— adapt to diverse environmental background noises.

7.2 Interaction task requirements and recommendations
All intgraction tasks for FDX speech interaction Ul shall be well-defined and have a clear dlomain.

Each task should reflect the needs from users.
7.3 Functional component requirements and recommendations

7.3.1 | Acoustic acquisition requirements and recommendations
The adoustic acquisition for FDX speech interaction Ul shall:

— usle microphone or microphone array in the front<€nd, to provide functions of confinuous audio
collrlection, speech enhancement, acoustic source localization, dereverberation, de-noise, echo
cajncellation and speech source extraction, as described in 6.3.2;

— bgable to implement near-filed audio colleetion and implement far-field audio collectjon;

NOTE1 Near-filed often refers to the distance'between microphone and speech source within|1 m, while far-
filed reffers to a distance that is longer than 1\ and shorter than 5 m.

— bgable to localize the target speaker by calculating the planar angle, azimuth angle, pjtch angle and
diftance between microphone and target speaker and to improve the SNR of speech gignals.

The adoustic acquisition for FDX speech interaction Ul should:

— bqg able to set the compression level of speech signals and be adapted for conmjpression and
dgcompression under various coding formats and algorithms without changing the content of
spleech;

NOTEZ2 Comimon coding formats for speech can include EVRC and Rec. ITU-T G.711[21 and Rec. I'TU-T G.723.1[10]
series develeped by ITU-T. The coding formats for audio can include AAC, AC3, MP3, WMA, WAV.

— bdablé to identify the speaker using voiceprint recognition techniques.

7.3.2 Speechrecognition requirements and recommendations

The speech recognition for FDX speech interaction Ul shall:

— provide continuous ASR, semantic VAD and irrelevant content rejection, as described in 6.3.3;
— Dbe available for at least one language;

— be able to process a continuous speech stream;

— Dbe able to recognize the command word and key word used for voice trigger. Both command words
and key words can be pre-defined and customized by a user;

— be able to continuously monitor and recognize the speech stream after a voice trigger;
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reject recognition of inappropriate contents based on the semantics of statement and scenarios.
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ion processing for FDX speech interaction Ukshall:

0 understand the user’s intentionZand deliver some degree of forecast about
ional contents based on the knowledge (see 6.4.1) and data resources (see 6.4.2);

epending on conversationaleontext, which is supported by various knowledge an
escribed in 6.4.

ion processing for FDX'speech interaction UI should:

provide functjon-of reasoning including spatial reasoning, temporal reasoning, cg
soning, computed policy application or any form of reasoning than can be coded;

function ofsreasoning can enable the system to understand, forecast and make a decisi
d by an-expert system, logic programming and knowledge engineering.

hker segmentation refers to finding out the time boundaries of speaker chafhge among multiple

peaker

N, text

LU, semantics ranking, data searchingand dialogue management, as described in §.3.4;
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generate and transform the text into an artificial speech. The content of text can i1|1clude:

a sim

ple reply text;

areply text based on a predefined template;
areply text by understanding and responding to the user’s intention;

areply text of reasonable guidance or recommendation;

be able to track conversational status, manage conversation strategy, and either change or continue

with conversation topic. Such functions are based on scenarios, user’s intentions and conversation

states, as
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7.3.4 Speech synthesis requirements and recommendations

The speech synthesis for FDX speech interaction Ul shall:

— provide TTS, as described in 6.3.5;

— be available for at least one language;

— be able to transform text into continuous speech stream as an output;

— be able to adjust the acoustic prosody, speed, tone, intonation of output speech;

— support multi-timbre synthesis including all genders and ages.

The speech synthesis for FDX speech interaction Ul should:
— bdable to be adapted to multiple languages;
— support hybrid-language speaking;

— bq able to simulate the voice characteristics of the target speaker andoutput the speech with the
auditory perception characteristics of the target speaker;

— output a natural speech with acceptable naturalness and intelligibility. The artificial §peech quality
can be measured using mean opinion score (MOS). The MOSTesult of speech synthepis in the FDX
Tj%

speech interaction Ul should be evaluated above four, points. MOS can be quantifie¢l as shown in
le 1.

Table 1 — MOS quantified value and corresponding audiometry effect of synthesized speech

MOS Audiometry effect of synthesized speech
5 Excellent: not aware of any unnatural speech, close to an gnnouncer.
4 Better: can only detect a small amount of unnatural speech.
3 Aceeptable: can be perceived as unnatural speech, but it isfacceptable.
2 Poor: obviously aware of unnatural speech, not willing o accept.
1 Very bad: unacceptable.

NOTE | MOS is a subjective measurement of speech quality.More details and methods for assessment of speech quality
referripg to MOS can be found.dn‘Rec. ITU-T P.800.1[11] and Rec. ITU-T P.800.2[12],

7.4 Resource requirements and recommendations

Knowledge andydata shall be used for context-based conversations. They should be gcquired from
variouls sourcesand be well-stored in the local server or on the cloud.

Computing infrastructures shall support the proper functions and operations of FDX speech interaction
Ul. Available techniques and infrastructures, such as cloud and edge computing, Al and ML systems,
and future network, should be considered and applied. The rate of utilization of infrastructures should
remain stable throughout the operation.

EXAMPLE In order to deliver a good performance, many ML approaches have been used for some components
of FDX speech interaction Ul. LSTM-RNN and deep convolutional neural network (DCNN) can be used for the
acoustic modelling. Encoder-decoder approaches can be used for the language modelling. CNN can be used for
the beamforming. Bi-directional encoder representations from transformers (BERT) can be used for NLU.
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8 Processes of FDX speech interaction Ul

8.1 General

This document describes two FDX speech interaction Ul processes, the engineering process from
inception through retirement, and the interaction process between humans and the system.

8.2 Engineering process

The engineering process provided in this document aims to help stakeholders, including designers,
implementers and verifiers, build FDX speech interaction Ul more effectively and efficiency. This

document do{
engineering {
applied to the

NOTE Des
Implementer r
refers to the en

FS ot prescribe a specific pipeline, but provides a general overall process Includin
tages. Figure 8 provides an example of the stages and high-level process that
development.

gner refers to the entity that receives data and a problem specification, and cfeates an Al
efers to the entity that receives an Al model and specifies what computation‘to execute.
tity that verifies that a computation is being executed and model is performing as designedl.

b main
ran be

model.
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hteraction Uls can differ from each other depending on the task, scenarios, attpching
mbedding approaches, which can impact the process stages. For example, mostnjnodels

in FDX speech interaction Ul can“be trained using ML algorithms but require
nprovement to achieve acceptable levels of accuracy and reliability. Therefore, in cq
onal rule-based approaches.that are programmed to be comprehensible accorc
and specifications, the testing and verification of FDX speech interaction Ul emh
Foaches, especially deep_learning, can be challenging. A common process includ
es.
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ing to
edded
es the

a)

b)
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occurs whenstakeholders decide to turn an idea into a tangible system. During the
inception| stage, stakeholders should determine why an FDX speech interaction Ul needq to be
developedl. What problem does it solve? What scenarios does it fit? What customer needs or bysiness
opportunfities doés’it address? The above questions may get answers through a market survey and
analysis, pnd niulti-stakeholders with diverse expertise can help to identify the requiremerjts and
the costs

Inception|

Design and development: works at this stage to create the FDX speech interaction UI and concludes
with a software or hardware (also APP, SDK, SaaS) that is ready for deployment. During this stage,
and particularly before the conclusion, stakeholders should ensure the FDX speech interaction Ul
fulfils the original objectives, requirements and other targets identified during the inception stage.

Verification and validation: works in this stage to check that the FDX speech interaction Ul from the
design and development stage works according to requirements and meets objectives.

Deployment, operation and monitoring: works at this stage to install and configure the FDX speech
interaction Ul in a target environment. It should be available for use. Normal operation and the
running errors and failures may be monitored and reported to stakeholders for action.

Re-evaluation: during this stage, the results from operation monitoring should be evaluated
against the objectives and the requirements determined for the FDX speech interaction Ul. Once
the problems are identified, refinement of objectives and requirements should be conducted.
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