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Foreword

ISO (the International Organization for Standardization) and IEC (the International Electrotechnical
Commission) form the specialized system for worldwide standardization. National bodies that are members of
ISO or IEC participate in the development of International Standards through technical committees
established by the respective organization to deal with particular fields of technical activity. ISO and IEC
technical committees collaborate in fields of mutual interest. Other international organizations, governmental
and ngn= —ir—tat t ; i - t of information
techno|ogy, ISO and IEC have established a joint technical committee, ISO/IEC JTC 1.

ional Standards are drafted in accordance with the rules given in the ISO/IEC Directives| Part 2.

in task of the joint technical committee is to prepare International Standards. Draft International
Standgdrds adopted by the joint technical committee are circulated to national bodies for voting.| Publication as

ion is drawn to the possibility that some of the elements of this document may be the sybject of patent
rights. ]SO and IEC shall not be held responsible for identifying any .orall such patent rights.

ISO/IELC 19099 was prepared by SVPC Work Group of the DTMF (as INCITS 483-2012) and was adopted,
under @ special “fast-track procedure”, by Joint Technical Gommittee ISO/IEC JTC 1, Information technology,
in parallel with its approval by the national bodies of ISO and 1EC.
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AMERICA

N NATIONAL STANDARD INCITS 483-2012

American National Standard
for Information Technology —

Virtualization Management Specification

Introduction

The infofmation in this standard should be sufficient for a provider or consumer of this datayto
unambiguously identify the classes, properties, methods, and values that shall be instantiated to

subscrib, advertise, produce, or consume an indication using the DMTF Common Ipfefmation Mpdel

(CIM) Sghema.

The targpt audience for this standard is implementers who are writing CIM-based providers or copsumers

of management interfaces that represent the components described in this,decument.

Docunm

Typographical conventions

The following typographical conventions are used in this document:

The follogwing conventions are followed for.defining formats of entries such as URIs:

In XML 3

ent conventions

Document titles are marked in italics.
Important terms that are used for the firstitime are marked in italics.

ABNF rules are in monospaced font:

Literal characters within a format definition are surrounded by single quotes.

Names of variables within @ format are in standard text and are explicitly defined by me
"Where: variable-name js ..." section that follows the format definition.

A specific value gf'a‘variable within a generalized example of a formatted entry is displa
italics.

Definitionsyof formats are case sensitive.

Whitespace, if any, in formats is explicitly indicated.

hns of a

yed in

nd’ MOF examples, an ellipsis (" . . .") indicates omitted or optional entries that would ty[rically
occupy theposition of the ellipsis.

ABNF usage conventions

Format definitions in this document are specified using ABNF (see RFEC 5234), with the following
deviations:

Literal strings are to be interpreted as case-sensitive Unicode characters, as opposed to the
definition in REC 5234 that interprets literal strings as case-insensitive US-ASCII characters.
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Experimental material

Experimental material has yet to receive sufficient review to satisfy the adoption requirements set forth by
the DMTF. Experimental material is included in this document as an aid to implementers who are
interested in likely future developments. Experimental material may change as implementation
experience is gained. It is likely that experimental material will be included in an upcoming revision of the
document. Until that time, experimental material is purely informational.

Experimental content is indicated by an Experimental Note.

In places where the Experimental Note cannot be used (for example, tables or figures), the

"EXPERIMENTAL " Iabel is used alone
DMTF component documents
Table 1 lists the DMTF component documents that were combined to create this standard.
Table 1 — Component documents
Document Number Document Title Nersion
DSP1041 Resource Allocation Profile 1.1.0
DSP1042 System Virtualization Profile 1.0.0
DSP1043 Allocation Capabilities Profile 1.0.0
DSP1044 Processor Resource Virtualization Profile 1.0.0
DSP1045 Memory Resource Virtualization Profile 1.0.0
DSP1047 Storage Resource Virfualization Profile 1.0.0
DSP1050 Ethernet Port\Resource Virtualization Profile 1.0.0
DSP1057 Virtual System Profile 1.0.0
DSP1059 Generic Device Resource Virtualization Profile 1.0.0
DSP1097 Virtual Ethernet Switch Profile 1.0.0
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1 Scope

1.1 Resource Allocation Profile

Clause 5 sets the basic resource allocation pattern for resource pools, allocations, and setting data. It
also defines the resource-pool-lifecycle management and relationships.

1.2 System Virtualization Profile

Clause g is an autonomous profile that specifies the minimum top-level object model needed for the
represertation of host systems and the discovery of hosted virtual computer systems. In addition,|it
specifieq a service for the manipulation of virtual computer systems and their resources, including
operatiofs for the creation, deletion, and modification of virtual computer systems and operations|for the
addition pr removal of virtual resources to or from virtual computer systems.

1.3 Allocation Capabilities Profile

Clause 1 extends the management capability of referencing profiles by adding’the ability to repregent the
default, $upported and range of property values for resource allocation réquests for a given resoufce, and
the mutgbility of properties in a Resource Allocation Setting Data instance.

1.4 Processor Resource Virtualization Profile

Clause § is a component profile that extends the management capabilities of the specialized profiles by
adding the support to represent and manage the allocation.of processor resources to virtual systgms.

1.5 Memory Resource Virtualization Profile

Clause 9 is a component DMTF management profile that extends the management capabilities of the
referencing profile by adding the support to represent and manage the allocation of memory to virtual
systems

1.6 Storage Resource Virtuatization Profile

Clause 10 is a component profile that extends the management capabilities of the referencing prdfile by
adding the support to represent and manage the allocation of storage to virtual systems.

1.7 Fthernet Rort Resource Virtualization Profile

Clause 11 is a camponent DMTF management profile that extends the management capabilities ¢f the
referencing profite by adding the support to represent and manage the allocation of Ethernet port$ to
virtual systems’

1.8 Virtual System Profile

Clause 12 is an autonomous profile that defines the minimum object model needed to provide for the
inspection of a virtual system and its components. In addition, it defines optional basic control operations
for activating, deactivating, pausing, or suspending a virtual system.

1.9 Generic Device Resource Virtualization Profile

Clause 13 is a concrete component profile that specializes the abstract Resource Allocation Profile
described in clause 5 and the abstract Allocation Capabilities Profile described in clause 7.
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Clause 1

3 is intended for use when a more specific resource allocation profile (for example, the

Processor Resource Virtualization Profile described in clause 8, the Memory Resource Virtualization

Profile described in clause 9, and so on) for common resource types has not yet been defined or
approved, or when the device in question is an unusual device type for which no more specific profile

exists.

1.10 Virtual Ethernet Switch Profile

Clause 14 is an autonomous DMTF management profile that defines the minimum object model needed
to provide for the inspection of a virtualization system’s internal Ethernet switch and its components.

2 I\Iormative references

The follo
versione
For refer

wing referenced documents are indispensable for the application of this document.For d
d references, only the edition cited (including any corrigenda or DMTF update versions) 3
ences without a date or version, the latest published edition of the refereneed)document

hted or
pplies.

(including any corrigenda or DMTF update versions) applies.

DMTF, ¢IM Schema 2.27,

http://dmtf.org/standards/cim/schemas

DMTF DSP0004, CIM Infrastructure Specification 2.6,
http://www.dmtf.org/standards/published documents/DSP0004 2.6:pdf
DMTF DSP0200, CIM Operations over HTTP 1.3,
http://www.dmtf.org/standards/published documents/DSP0200 1.3.pdf
DMTF DSP0201, Specification for the Representation of.€IM in XML 2.3.1,
http://www.dmtf.org/standards/published documents/DSP201.pdf
DMTF DSP0207, WBEM URI Mapping Specification 1.0,
http://www.dmtf.org/standards/published docufents/DSP0207 1.0.pdf
DMTF DSP1001, Management Profile Specification Usage Guide 1.0,
http://www.dmtf.org/standards/published™ documents/DSP1001 1.0.pdf
DMTF DSP1012, Boot Control Profile 1.0,
http://www.dmtf.org/standardslpublished documents/DSP1012 1.0.pdf
DMTF DSP1014, Ethernet Port Profile 1.0,
http://www.dmtf.org/standards/published documents/DSP1014 1.0.pdf
DMTF DSP1022,,€RU Profile 1.0,
http://www.dmtf.ord/standards/published documents/DSP1022 1.0.pdf
DMTF DSRP1026, System Memory Profile 1.0,
hitp://www-ehrt-orgistandardsipublished—desumentsiDSR1026—1-0-pdf

DMTF DSP1027, Power State Management Profile 1.0,
http://www.dmtf.org/standards/published documents/DSP1027 1.0.pdf

DMTF DSP1033, Profile Registration Profile 1.0,
http://www.dmtf.org/standards/published documents/DSP1033 1.0.pdf

DMTF DSP1035, Host LAN Network Port Profile 1.0,
http://www.dmtf.org/standards/published documents/DSP1035 1.0.pdf
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http://www.dmtf.org/standards/published_documents/DSP201.pdf
http://www.dmtf.org/standards/published_documents/DSP0207_1.0.pdf
http://www.dmtf.org/standards/published_documents/DSP1001_1.0.pdf
http://www.dmtf.org/standards/published_documents/DSP1012_1.0.pdf
http://www.dmtf.org/standards/published_documents/DSP1014_1.0.pdf
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DMTF DSP1052, Computer System Profile 1.0,
http://www.dmtf.org/standards/published documents/DSP1052 1.0.pdf

DMTF DSP1053, Base Metrics Profile 1.0,
http://www.dmtf.org/standards/published documents/DSP1053 1.0.pdf

DMTF DSP1054, Indications Profile 1.0,
http://www.dmtf.org/standards/published documents/DSP1054 1.0.pdf

IETF RFC1738, Uniform Resource Locators (URL), December 1994,
http://www.ietf.org/rfc/rfc1738.txt

IETF RFC3986, Uniform Resource rdentfier (ORT)T Generic synax,
http://todls.ietf.org/html/rfc3986

IETF RF[C5234, ABNF: Augmented BNF for Syntax Specifications, January 2008,
http://todls.ietf.org/html/rfc5234

ISO/IEC|Directives, Part 2, Rules for the structure and drafting of International Standards,
http://isofc.iso.org/livelink/livelink.exe?func=11&objld=4230456 &objAction=browse&sort=subtype

SNIA SMI-S, Storage Management Technical Specification 1.3,
http://www.snia.org/tech activities/standards/curr _standards/smi/SMI-S. \Technical Position v1.3,.0r5.zip

NOTE | This standard refers to the following clauses of SNIA SMI-S: 1.3%Part 2 Common Profiles:

Clause 6: Generic Target Ports profile 1.0
Clause 14: Generic Initiator Ports profile 1.0

This standard refers to the following clauses of SNIASMI-S: 1.3, Part 3 Block Devices:

Clause 5: Block Services package 1.3
Clause 15: Extent Composition subprofile\t:2

This standard refers to the following clauses.of SNIA SMI-S: 1.3, Part 6 Host Elements:

Clause 6: Storage HBA profile 1.3

Clause 7: Host Discovered Resources profile 1.2
NOTE | All parts of the SNIA SMI-S Storage Management Technical Specification have been approved ap
American National Standards, under-the-designation INCITS 388-2011. All parts of the specification are ayailable
at the ANSI Electronic Standards Store (ESS) on the ANSI website, www.ansi.org.

3 Terms and definitions

In this dgcument, some:terms have a specific meaning beyond the normal English meaning. Thoge terms
are defirled in this-clause.

The ternms "shall” ("required"), "shall not," "should" ("recommended"), "should not" ("not recommended"),
"may," "ne€d not" ("not required"), "can" and "cannot" in this document are to be interpreted as dgscribed
in ISO/IHC Directives _Part 2_Annex H The terms in parenthesis are alternatives for the precedinfy term,
for use in exceptional cases when the preceding term cannot be used for linguistic reasons. Note that
ISO/IEC Directives, Part 2, Annex H specifies additional alternatives. Occurrences of such additional
alternatives shall be interpreted in their normal English meaning.

The terms "clause," "subclause," "paragraph,” and "annex" in this document are to be interpreted as
described in ISO/IEC Directives, Part 2, Clause 5.

The terms "normative" and "informative" in this document are to be interpreted as described in ISO/IEC
Directives, Part 2, Clause 3. In this document, clauses, subclauses, or annexes labeled "(informative)" do
not contain normative content. Notes and examples are always informative elements.
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The terms defined in DSP0004, DSP0200, and DSP1001 apply to this document. The following additional
terms are used in this document.

3.1
allocated resource

the result of a resource allocation request — the assigned, separated, reserved, or shared part of the
resource or emulated resource allocated to the consumer based on the resource allocation request

3.2
capability set

a set of instances of class CIM_SettingData associated with the association
CIM_SettingsDefineCapabilities to a CIM_Capabilities instance, and the associated CIM_Capabiljties
instance
3.3

child popl

pool whgse resources are backed by other resource pools; consumer of resources'ffom its paren
resourceg pools; contains no host resources, instead draws resources from parent pools through rgsource
allocatiops

3.4
client
an appligation that exploits facilities specified by the profiles in this €tandard

35
concreté memory resource pool
a resourge pool that subdivides the capacity of its (primordial or concrete) parent resource pool

3.6
concretg storage resource pool
a storage resource pool that subdivides the capacity of its (primordial or concrete) parent resourcg pool

3.7
consumier
entity us|ng allocated resources (for)example, a virtual system)

3.8
current fesource allocation’ setting data

resourcq allocation setting data that describes an allocated resource; differs from defined resource
allocatiop setting dataif the host system supports the dynamic modification of a resource allocatign

3.9
current pefting data
the virtugl'setting data associated with the current allocation state of a virtual resource or system.

3.10
dedicated virtual resource

virtual resource that has been given exclusive use of one or more host resources (the host resources are
not shared with any other consumer)

3.11
defined resource allocation setting data
resource allocation setting data that describes a resource allocation request

6
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3.12
dynamic ethernet connection allocation

an Ethernet connection in which a default Ethernet switch port is instantiated as part of an Ethernet
connection allocation

3.13
ethernet adapter

an EthernetPort, its associated LAN Endpoint(s) and, optionally, a VLAN Endpoint that models the
Ethernet device on a virtual or host system

3.14
etherne{ adapter allocation request

a requedt for an Ethernet adapter resource allocation to a virtual machine; represented as instange of
CIM_EtHernetPortAllocationSettingData.

3.15
ethernef adapter resource allocation
the allocption of an Ethernet port to a virtual system

3.16
etherne{ adapter resource pool

a resourge pool that represents Ethernet adapters available as resources for a virtual computer system
resource allocation

3.17
etherne{ connection

the connlection of two LAN endpoints where one LAN endpoint is implemented by an Ethernet adeter,
and the ¢ther LAN endpoint is implemented by an Ethernet switch port, resulting in the connection of a
virtual o host system Ethernet adapter to an Ethernet switch port

3.18
etherne{ connection allocation request

an allocgtion request for a connection between a LAN Endpoint on an Ethernet adapter and a LAN
Endpoint on an Ethernet switch port.;An Ethernet connection allocation request may cause the implicit
allocatiop of the entities that it connécts, such as virtual Ethernet adapters and virtual switch porty.
Ethernet|connection allocationirequest is represented as instance of
CIM_EtHernetPortAllocationSettingData.

3.19
etherne{ connection‘allocation

the allochtion of an Ethernet connection between the LAN Endpoints of an Ethernet adapter and an
Ethernet| switch-port

3.20
ethernet connection resource pool

a resource pool that represents available Ethernet connections on a virtual Ethernet switch for a virtual
computer system

3.21
ethernet switch port

an EthernetPort, its associated LAN Endpoint(s) and, optionally, a VLAN Endpoint that models the
Ethernet port on an Ethernet switch

7
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3.22
ethernet switch port allocation request

a request for an Ethernet switch port resource allocation; represented as instance of
CIM_EthernetPortAllocationSettingData.

3.23
ethernet switch port resource allocation
the allocation of an Ethernet port to a virtual Ethernet switch

3.24

ethernetswitch port resource pnnl

a resourge pool that represents Ethernet switch ports available as resources for a virtual Ethernef switch
port resqurce allocation

3.25
host megmory

a contigyious extent of memory contained by the host system that may be allocated with either exglusive
or sharefl access to a memory resource pool

3.26
host prqcessor resource

host progessor resources are processor devices or computing resource contained by the host syqtem that
may be allocated with either exclusive or shared access to provide processing resources to a progessor
resourceg pool or a virtual system.

3.27
host reqource

a device|or computing resource contained by the host‘system that may be allocated with either eXclusive
or sharefl access through the host system to provide resources to a resource pool or consumer

3.28
host stograge resource

a storage resource that exists in scope.of or is accessible by a host system. A host system may cpntain or
have acgess to one or more storage.resources that may be as a whole or partially allocated to virfual
systems

3.29
host sygtem
the systgm that contains the host resources that are subject to resource allocation

3.30
implementation
a set of CIM providers that realize the classes specified by the profiles described in this standard

3.31
initiator port
a port that acts as the source for a data exchange operation

3.32

logical disk

the instantiation of allocated host resources that is exposed to a virtual system through a storage device;
the result of a storage resource allocation based on a storage resource allocation request

8
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3.33
memory compaosition
the aggregation of memory extents into an encompassing memory extent

3.34
memory resource allocation
the allocation of memory from a memory resource pool to a virtual system

3.35
memory resource allocation request

a requestfora-memoryreseurecalleeation—m78M8M8M8M8¥ M

3.36
memory| resource pool
a resourge pool that represents memory available for memory resource allocation

3.37
memory| resource pool configuration service

a configyration service that supports the addition or removal of host memory te’ or from a memoryj
resourcg pool, and the creation or deletion of concrete subpools of a memary resource pool

3.38
port

communfication endpoint for systems or storage devices. A port'enables the exchange of data acgording
to one of more protocols

3.39
primordjal resource pool
a resourge pool with no parent that may aggregate host resources

3.40
primordjal storage resource pool

a storage resource pool that aggregates-storage resources available for or used by storage resource
allocatiops

3.41
processpr resource
a procegsor device or computing resource as seen by a consumer

3.42
processjor resource allocation
the allochtionof\a processor resource from a processor resource pool to a virtual system

3.43
processor resource allocation request
a request for a processor resource allocation

3.44
processor resource pool
a resource pool that represents processor resources available for processor resource allocation

9
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3.45
process

or resource pool configuration service

a configuration service that supports the addition or removal of host storage processor resources to or
from a processor resource pool, and the creation or deletion of concrete subpools of a processor
resource pool

3.46

resource allocation

process of assigning, separating, reserving, granting share of, or emulating resources for use by a
consumer

3.47
resourc
request 1

3.48
resourc
RASD

CIM_Re
manage
allocatio

3.49
resourc

an abstract entity exposed by the virtualization platform for the purpose of allocation of allocated

resourcg

3.50
resourc
generic {

3.51
shared
virtual re

consumers

3.52
simple ¢
an Ether
instantia

3.53
simple 1

b allocation request
or resources to be allocated

b allocation setting data

sourceAllocationSettingData - settings describing resource allocation;used by a host sys
the allocation of resources and their relationship to host resources, resource pools used
N, or both

b pool

s to consumers

P type

irtual resource
source that has been giventhe use of host resources that may also be shared with other]

thernet connection

het connectienin which a default Ethernet switch port and a default Ethernet adapter are
ed as partief-an Ethernet connection allocation

esource allocation

ype categorizing classes of resources((for example, processor, memory, network adaptef

e to
for the

~

resourc

3.54
static et

allacationwith-na logical device-renresentina-the-allocated resources.
SHOcaHOR-AMHR-RO-1ogica+—aeWw Fop+ RHRg-He-aHocatea LH

hernet connection allocation

an Ethernet connection allocation where a specific pre-existing Ethernet switch port is requested as part

of the all

3.55
storage
a logical

ocation request

resource
disk, a storage volume or a storage extent
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3.56
storage resource allocation
the allocation of a storage resource from a storage resource pool to a virtual system

3.57
storage resource allocation request
a request for a storage resource allocation

3.58
storage resource pool

a resouree-pee lLibaot ranracan o ot aa-racaortecacavailabla for ctaoraaa racaorieoa allasoti A
P PO Ot T C PO SIS StoOTrag T o SUOT e o avannaoriCTOT Storag T o SooToCanocatom

3.59
storagefresource pool configuration service

a configdration service that supports the addition or removal of host storage resources to-or from g
storage fesource pool, and the creation or deletion of concrete subpools of a storage.resource pool

3.60
storagefvolume

the instaptiation of allocated host resources that is exposed to a virtual system through a storage [device
that is pdblished for use outside of the scoping system. Like a logical disk, a storage volume is th¢ result
of a stor@ige resource allocation based on a storage resource allocation request

3.61
target pprt
a port that acts as a target of a data exchange operation

3.62
virtual cjomputer system
virtual system as applied to a computer system

Other cdmmon industry terms for such a system include virtual machine, hosted computer, child partition,
logical partition, domain, guest, and container.

3.63
virtual Bthernet switch

the concept of a virtual systemias applied to a virtual Ethernet switch
A virtual |Ethernet switch jsla specialized virtual system.

3.64
virtual memory

the instahtiation‘of-allocated host memory that is exposed to a virtual system through a logical mgmory
device; the result of a memory resource allocation based on a memory resource allocation request

NOTE The definition of the term “virtual memory” is specialized from the term “virtual resource” defined in clause
5 and deviates from common computer industry parlance.

3.65
virtualization platform
virtualizing infrastructure provided by a host system that enables the deployment of virtual systems

3.66
virtual processor

the instantiation of the allocated host processor resources that is exposed to a virtual system via a logical
processor device.
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3.67
virtual resource
an allocated resource that is represented as a logical device and assigned to a virtual system

3.68
virtual resource allocation
resource allocation with a logical device representing the allocated resources

3.69
virtual system

acom aravuctam that 1o ~ona s daofaartual roacoirans O ar oo nductnstaroac for oo o
p CTr oy St at o SO TPoOSTToOTvitoaT T oUUTcC ST otieT cormmon |||uuouy TS oSOt

system ipclude virtual machine, hosted computer, child partition, logical partition, domain, guestjrtual
machine} and container.

3.70
virtualizption platform

infrastru¢ture that supports virtual systems. Other common industry terms for this'infrastructure ate
hypervispr and virtual machine monitor.

4 Symbols and abbreviated terms

The abbfeviations defined in DSP0004, DSP0200, and DSP1001 apply to this document. The follpwing
additional abbreviations are used in this document.

4.1
CIM
common| information model

4.2
CIMOM
CIM objgct manager

4.3
CPU
central processing unit

4.4
EASD
ethernet|port allocation“setting data

4.5
ESD
element setting data

4.6
HBA
host bus adapter

4.7
MCA
capabilities settings of systems and of memory resource pools
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mutability settings of memory resource allocation requests or memory resource allocations

4.9
MRA
memory

4.10
MRQ

resource allocation

racorkrea-all at acact

memory

4.11
RASD
resource

412
SASD

H v-
o SOTUTCCanotatiornm TecTquT St

allocation setting data

storage llocation setting data

4.13
SAN

storage @rea network

4.14
SDC
settings

4.15
SDS
settings

4.16
SLP
service |

4.17
SMI-S
Storage

4.18
SNIA
Storage

Hefine capabilities

Hefine state

bcation protocol

[Management.nitiative Specification

Networking Industry Association

4.19
VESSD
virtual et

4.20
VS

hernet switch setting data

virtual system

13
© ISO/IEC 2014 - All rights reserved


https://iecnorm.com/api/?name=c6179886aed84d232a428ce3db6acc42

ISO/IEC 19099:2014(E)
INCITS 483-2012

4.21
VSSD

virtual system setting data

4.22
VSSDC

virtual system setting data component

5 R
Profile N
Version

Organiz

CIM schiema version: 2.22

Central
Scoping

The Res
referenc
includes
computin
model is
type are
pool, allg

The Res
profile th

Table 2

0 : il

lame: Resource Allocation

1.1.0
ation: DMTF

Class: CIM_ResourcePool
Class: CIM_System

purce Allocation Profile is an abstract profile that extends the management capability of
ng profiles by adding the capability to represent the allocation of resources to consumers

g resources, such as processors and memory, The resources may be virtualized. A gen
defined by the Resource Allocation Profile. Requirements and constraints specific to a r¢
defined in a referencing profile dedicated tothe resource type. This profile defines a resd
cated resources, allocation settings, and\host resources.

purce Allocation Profile shall not be directly implemented. Implementation shall be based
at specializes the requirements of this profile.

dentifies the profile on whichthe Resource Allocation Profile has a dependency.

Table 2 — Related profiles for the Resource Allocation Profile

. This

allocation of underlying supporting resources, such\as power and cooling, and the aIIocation of

ral
source
urce

ona

Profile N

hme Organization | Version | Requirement | Description

Allocation

Capabilities DMTF 1.0 Optional Profile that describes allocation
capabilities (see clause 7)

51 D

pscription

This sub

lause provides an informative description of the management domain addressed by the

describe

d in this clause and describes how the CIM elements defined in the profile apply to the

management domain.

profile

Figure 1 is the class diagram for the Resource Allocation Profile. Cardinalities shown in the diagram
reflect the constraints relative to implementations of this profile. For simplicity, the prefix CIM_ has been
removed from the names of the classes.
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5.1.1 | Generalresource allocation concepts

The Respurce-Allocation Profile captures the general concept of defining the availability of a giver

Figure 1 — Resource Allocation Profile: Class Diagram

resourcd typé for allocation to consumers. The amount of resource available and the amount of r¢source

allocated are modeled and managed. The aggregation of the underlying components that provide the

resource (host resources) may be represented.

5111 Host resources

Host resources are those that compose or enable a computer system. Examples include processors,
memory, 1/O, power supplied to the system, cooling allocated to the system, and so on.
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5.1.1.2 Resource pool

The profile described in this clause uses a resource pool as the focal point for resource allocations.
Consumers receive resource allocations from resource pools based on resource allocation requests. A
resource pool results from aggregation of host resources of a specific type into a resource pool.

For example, when modeling virtualized computer systems, host processors are aggregated into a pool,
giving it a known computing capacity, from which virtual processors are allocated. When modeling
virtualized storage, the pool may map to a RAID volume or other storage-aggregating construct. Using
power as an example, the host power supplies may be aggregated into a pool, thus establishing the total
power available for allocation. Power is then allocated to dependent resource consumers from the pool.

5.1.1.3 Resource allocation

A resourge allocation is a resource that is allocated from a resource pool. A resource allo¢ation rgquest is
a requedt for a resource allocation. A resource allocation is obtained based on a corresponding rgsource
allocatiop request. Both resource allocation and resource allocation request are represented throyigh
instancep of the CIM_ResourceAllocationSettingData class.

5.1.14 Hierarchies of resource pools

A hierarghy of resource pools may be supported. A hierarchy may be used/to provide administrative
controls pver the set of resources or to partition resources into disjoint.sets.

For example, the aggregate processor capability of the computer,system may be divided into childl pools
for individual departments or users.

A hierarghy of resource pools represents the same type of.resource and is acyclic. Hierarchies of
resourceg pools consisting of different types of resources.are not defined by the profile described ip this
clause.

5.1.15 Pool and resource management

The credtion, deletion, and management of.résource pools and assignment of the host resources|that
they confain are covered by the profile described in this clause. The allocation of resources to a
consumgr is covered in derived profiles: The CIM_ResourcePoolConfigurationService class provifles
extrinsic|methods for the management of resource pools.

5.1.2 | Simple resource:allocation

Simple resource allocationJis the allocation of resources (for example, power, cooling, and so on)fto a
consumer where no legical device represents the resource allocated.

51.3 Virtualresource allocation

Virtual rgs@urce allocation is the allocation of resources (for example, processor, memory, and solon) to a
consumer-uising an allocated resource Virtual resource allocation extends the concept of resource
allocation with the addition of semantics specific to virtualization. The virtual resources represent the
consumer’s view of the allocated resource, which enables management of the allocated resource in the
context of management of the consumer. Additional functionality, such as the management of resource
allocation definition or state, is introduced.

Multiple virtual resource allocations or virtual resource allocation requests may affect a single resource.
For example, a virtual disk may be affected by the allocation of a storage extent and of bandwidth. A
resource allocation or resource allocation request may affect one resource or a comprehensive set of
resources. For example, a set of virtual processors may be modeled by one resource allocation request.
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5.1.3.1 Virtual resource

A virtual resource represents the consumer's view of the allocated resource. In a processor example, the
virtual processor represents the virtual resource and may be consumed by a virtual computer system. In a
storage example, a storage volume represents the virtual resource and may be consumed by a physical
or a virtual computer system.

The same CIM class is used to model both the host resource and the virtual resource. In many systems,
virtualization-specific details are hidden from the consumer, and the consumer is presented with a virtual
resource that looks no different than a host resource (that is, a resource that is not virtualized). The

property values contalned in the mstance ofa V|rtual resource reflect what the consumer of that resource
is prese

Informatfon specific to resource allocation is modeled using resource allocations and resouree allpcation
requests. These are represented by instances of the CIM_ResourceAllocationSettingData’ ¢lass. This
approach ensures that general-purpose management applications may consume information abopt the
virtual relsources without having to know details of the underlying virtualization. This approach als
preventg proliferation of virtualization-specific properties throughout the CIM schema) or mandatofy
subclasding of every possible device that may be virtualized. For example, theyvirtualized procesdor in the
virtual cqmputer system uses the same properties as a physical processor in’a physical computer system.

Resourcg allocation CIM management profiles that specialize the profile‘'described in this clause may
allow or fequire different CIM classes to be used to represent the virtual.and host resources. For
examplef a consumable storage device may be modeled using CIM-StorageVolume or CIM_LogicalDisk,
while thg hosting resource may be modeled using CIM_StorageExtént.

5.1.3.2 Dedicated virtual resources

Dedicatgd virtual resources are allocated to a consumerand are not available to other consumerg. The
host resgurce backs the virtual resource through a gné‘to-one mapping that is identified by the
MappingBehavior property of CIM_ ResourceAllocationSettingData set to a value of 2 (Dedicated).

5.1.3.3 Shared virtual resources

Shared resources may be used by multiple consumers. The host resource may map to multiple virtual
resourcgs that may be allocated to th€ same resource consumer. One host resource is shared byl many
consumgrs (for example, a quorum drive in a cluster environment).

A virtualresource may map te different host resources over time. One virtual resource may be mapped to
many balcking host resourdes (for example, a virtual processor scheduled to run on different host
processors during the course of execution).

5.1.3.4 Relationship between host resource and virtual resource

If the virual resource always maps to the same host resource, the CIM_HostedDependency assdciation
may be yised to reflect thls rela’uonshlp for a current allocation. Implementations that support schgduling
across th
CIM HostedDependency association because this relationship may change frequently.

5.1.35 Resource allocation definition and resource allocation state

For each resource that may be allocated, a resource allocation request represents the resource allocation
definition. Once one or more elements requested by the resource allocation definition are allocated, a
corresponding set of resource allocations represents the resource allocation state. Details of a resource
allocation request or a resource allocation are represented by an instance of the
CIM_ResourceAllocationSettingData class. Elements of resource allocation definition and resource
allocation state may be changed independently.
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For example:

¢ A system may support changing the processor resource allocation for the next boot or reset of
the virtual system while the system is running without changing the current state of the system.

This behavior is reflected by updates to the defined settings.

An implementation for virtual memory may support changing the resource allocation definition
only. A change such as an increase in virtual memory becomes effective the next time the
virtual system is activated.

An implementation may support changing the settings for the currently running virtual system
only where the values revert to the prior settings on the next boot or reset. This behavior is
reffected-by updatesimrthecourrent settimgsonty:

virtual
Ssing

An implementation may support changing the resource allocation definition and state.of
processors simultaneously. A change such as an increase in the relative share 6f proce
power that a group of processors scoped by a virtual system receive becomes$ effective
immediately without a need for a re-activation, and remains effective beyondthe next re
activation.

The kind
specializ

5.2

This sub
of instan
requiren

In

521

This sub
virtual re
requiren

5211

Each res
instance
represer
resource

5.2.1.2
A resour

Primordi

of changes that are supported are defined in resource allocation CIM\management profi
e the profile described in this clause.

plementation

clause provides normative requirements related to the arrangement of instances and pro
ces for implementations of the profile described in this ¢lause. The CIM Schema definitio
ents apply.

Common requirements

clause details requirements that shall be met regardless of whether simple resource allog
source allocation is implemented. In.addition to these common requirements, either the
ents in 5.2.2 or the requirements in-5.2.3 shall also be implemented.

Representation of a resoulirce pool

ource pool managed using the profile described in this clause shall be represented by ar
of the CIM_ResourcePool class. It shall be associated with the instance of CIM_System
ts the scoping system:through one instance of the CIM_HostedResourcePool associatio
pool shall represent resources of the same type.

Primordialand concrete resource pools
ce pool'may be primordial or concrete.

bl pools aggregate capacity; they represent the known manageable capacity for the host

Capacity

es that

berties
hs and

ation or

that
n. Each

System.

issdrawn from the primaordial nool to create concrete resource nools or to allocate resourl
L L Ll

ces to

consumers. There shall be at least one primordial pool for each resource type managed through the
profile described in this clause. The instance of the CIM_ResourcePool class that represents a primordial
resource pool shall have the Primordial property set to a value of TRUE.

Concrete resource pools subdivide the resource capacity available at a system. A single concrete pool
may represent all the capacity of a primordial pool. The instance of the CIM_ResourcePool class that

represents a concrete resource pool shall have the Primordial property set to a value of FALSE.

If a one-to-one correspondence exists between the host resource and the virtual resource, the
CIM_HostedDependency association may be used to indicate the correspondence.
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5.2.2  Modeling virtual resource allocation

Virtual resource allocation may be modeled. If virtual resource allocation is modeled, the requirements
specified in this subclause shall be met.

5221 Host resources

Host resources are modeled as a subclass of the CIM_LogicalDevice class. Host resources may be
aggregated into one or more primordial resource pools and allocated to resource pools or resource
consumers.

If aggreqg ation of host resources is si |ppnr+nr|’ at least one instance of the CIM._1 ngir\alno\lir\n class shall

be assogiated with the instance of the CIM_ResourcePool class through an instance of the
CIM_Component association. If aggregation of host resources is supported, the
CIM_ResgourceAllocationSettingData.Capacity property shall be supported.

If a resolirce pool is used for dedicated or shared resources, aggregation of host resoutces should be
supportgd.

5.2.2.2 Virtual resources

Each virfual resource that is fully or partially allocated shall be represented)by an instance of the
CIM_LogicalDevice class. That instance shall be associated with the instance of the CIM_System class
that represents the scoping virtual system through an instance of the \CIM_SystemDevice associgtion.

5.2.2.3 Resource allocation definition

Each reqource shall have a resource allocation definition..Each element of a resource allocation definition
shall be fepresented by one instance of the CIM_ResourceAllocationSettingData class.

5224 Resource allocations

An instance of the CIM_LogicalDevice class_that represents a virtual resource shall be associated to zero
or more |nstances of the CIM_ResourceAllacationSettingData class that represents the resource
allocatiop state through an instance of.the-CIM_SettingsDefineState association.

One instance of the CIM_ResourceAllocationSettingData class may be associated with more than one
instance|of the CIM_LogicalDeviceClass that represents a set of virtual resources.

An instance of the CIM_ReSourceAllocationSettingData class that represents the current allocatign state
shall be pssociated with @ virtual resource through an instance of the CIM_SettingsDefineState
associatjon.

An instance of thé €IM_ResourceAllocationSettingData class that represents the defined allocatign state

shall be pssociated with the instance of the CIM_ResourceAllocationSettingData class that repregents the
current dllocation state through an instance of the CIM_ElementSettingData association with the IsDefault
property|sefto 1 (Is Default).

The non-key properties of the two instances of the CIM_ResourceAllocationSettingData class may match
if both the current and defined settings are the same.

An instance of the CIM_ResourceAllocationSettingData class that represents a current resource
allocation shall be associated with one instance of the CIM_ResourcePool class through an instance of
the CIM_ResourceAllocationFromPool association.

An instance of CIM_ResourceAllocationSettingData that represents a defined resource allocation shall
not be associated with instances of CIM_ResourcePool through the CIM_ResourceAllocationFromPool
association.
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5.2.25 Dedicated allocations

If the value of the MappingBehavior property is set to 2 (Dedicated) in the instance of the
CIM_ResourceAllocationSettingData class that represents the defined allocation state, and if no values
are specified for the HostResource[ ] array property or the HostResource[ ] array property is not specified
(NULL), the system shall select the host resources if the virtual resource is allocated.

If the value of the MappingBehavior property is set to 2 (Dedicated) in the instance of the CIM_Resource-
AllocationSettingData class that represents the current allocation state, the HostResource[ ] array
property shall contain the identities of host resources that are dedicated to the virtual resource. For
dedicated resources, an mstance of the CIM HostedDependency assoc:|at|on may be present between
the instapee-e : and the
instance|of the CIM LoglcaIDewce class that represents the V|rtual resource.

5.2.2.6 Allocations with affinity

Virtual rgsources may be allocated with affinity to host resources using values of the(MappingBehavior
property

If the MgppingBehavior property is set to 4 (Hard Affinity), only the resources’specified in the
HostResource[ ] array property shall be used. If no values are specified for\the' HostResource[ ] afray

property|or the HostResource[ ] array property is not specified (NULL), the system shall select thg host
resourcgs if the virtual resource is allocated and maintain the allocation-ef those resources to the pirtual
device.

If the MgppingBehavior property is set to 3 (Soft Affinity), the résources specified in the HostResqurce[ ]
array prqperty are preferred, but alternative host resources may be used. If no values are specifigd for the
HostResource[ ] array property or the HostResource[ ] array property is not specified (NULL), the[system

CIM_HosgtedDependency association shall not be used between the instance of the CIM_LogicallDevice
class thdt represents a dedicated host resourcé allocation and the instance of the CIM_LogicalDgvice
class thdt represents the virtual resource.

If values|are specified for the HostResource[ ] array property, the number of resources listed in th
HostRespurce[ ] array property shall'\be adequate to satisfy the allocation request but may include
additiongl resources.

D

The Hos|Resource[ ] array(property that represents the defined allocation state shall be set to the|user’s
request.|The HostResource[ ] array property that represents the current allocation state shall be get to the
current gctive behavior:

5.2.3 | Modeling simple resource allocation

Simple resguree allocation may be modeled. If simple resource allocation is modeled, the requirements in
this subglause shall be met.

5.23.1 General requirements

Each instance of the CIM_ResourceAllocationSettingData class that represents a current allocation state
or alternate allocation state shall be associated with one instance of the CIM_ResourcePool class through
an instance of the CIM_ResourceAllocationFromPool association.

A logical device shall not be instantiated.
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5.2.3.2 Current allocation

An instance of the CIM_ResourceAllocationSettingData class that represents the current state shall be
associated with one instance of the CIM_ResourceAllocationSettingData class through an instance of the
CIM_ElementSettingData association with the IsCurrent property set to 1 (Is Current). If the
CIM_ResourceAllocationSettingData class that represents the current state is modified, the IsCurrent
property shall be set to a value other than 1 (Is Current).

5.2.3.3 Alternate allocations

Alternate allocations of the resource for the consumer may be supported. Each alternate allocation state

h II b nnnnnnn tod by an tnctanoan ~f b OIN Do e Alla PO At~ ANt Al ot 1o oo H t d
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with an ipstance of the CIM_ResourceAllocationSettingData class that represents the alternate \allocation
state thrpugh an instance of the CIM_ElementSettingData association with the IsCurrent property|set to 2
(Is Not Qurrent).

524 Resource pool management

Resourcg pool management may be modeled. If resource pool management isTmodeled, the

requiremnents of this subclause shall be met. Implementations may support dctive management of
instancep of the CIM_ResourcePool class, or they may expose a read-only\view of existing instarjces of
the CIM [ResourcePool class.

An instance of the CIM_ResourcePoolConfigurationService class shall be implemented; however| the
methodsg of the service are optional. The instance of the CIM_Ré&sourcePoolConfigurationService|class
shall be pssociated with the host system through an instance,of the CIM_HostedService associatjon. One
instance|of CIM_ResourcePoolConfigurationCapabilities shall be associated with the
CIM_RegourcePoolConfigurationService instance throughythe CIM_ElementCapabilities association. This
instance|of CIM_ResourcePoolConfigurationCapabilities shall reflect the methods supported. If agtive
management is not supported by an implementation, all properties of the associated
CIM_ResgourcePoolConfigurationCapabilities instance shall be set to NULL.

5.25 Metrics

If metricg are implemented, the DSP1083 shall be implemented. If the instance of the
CIM_BaseMetricDefinition class defines a metric that applies across the entire resource pool, the
instance|of CIM_BaseMetricDefinition class shall be associated with an instance of the
CIM_RegourcePool class through the CIM_MetricDefForME association, and the instance of the
CIM_BaseMetricDefinition class shall not be associated with any other instances of the
CIM_MahagedElement class. An example of this type of metric is a metric that reports the total
instantageous resource consumption from the pool.

If the insfance of the*CIM_BaseMetricDefinition class defines a metric related to an individual virtgal
device’s [utilization of resources from the resource pool, the instance of the CIM_BaseMetricDefin|tion
class shall be associated with the instance of the CIM_ResourcePool class through the
CIM_MetricDefForME association, and the instance of the CIM_BaseMetricDefinition class shall he
associated with the instance of the CIM_LogicalDevice class that represents the virtual device through an
instance of the CIM_MetricDefForME association.

If the instance of the CIM_BaseMetricDefinition class defines a metric for the virtual device that is not
related to the consumption by the device of resources from the resource pool, the instance of the
CIM_BaseMetricDefinition class shall not be associated with the instance of the CIM_ResourcePool
class.

If the instance of the CIM_BaseMetricDefinition class defines a metric related to the resource pool and a
host resource, the instance of the CIM_BaseMetricDefinition class shall be associated with the instance
of the CIM_ResourcePool class through an instance of the CIM_MetricDefForME association, and the
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instance of the CIM_BaseMetricDefinition class shall be associated with the instance of the
CIM_ManagedElement class that represents the host resource through an instance of the
CIM_MetricDefForME association.

5.2.6  Resource pool hierarchies

Hierarchies of resource pools may be modeled. A hierarchy of resource pools represents the same type
of resource and shall be acyclic.

Child pools may be allocated from the parent pool using the CIM_ResourcePoolConfigurationService
class.

Parent and child pools shall be scoped to the same system.

A pool njay have virtual resources and child pools allocated from it simultaneously.

5.2.7 Virtual resource definition and modification

The CIM_ResourceAllocationSettingData class is used as an input for virtual system definition. The client
and implementation considerations are defined. The Resource Allocation Profile’specifies how to define
and modify virtual resources using methods of the virtual system management service. In these method
specificdtions, the CIM_ResourceAllocationSettingData class is used for\parameterization of resa.lrce—
allocatiop-specific properties. The capabilities model may be used to convey information about limitations
for and default values of properties of the CIM_ResourceAllocationSettingData class; see 7.4.

5.2.7.1 CIM_ResourceAllocationSettingData.InstancelDproperty

A client ghall set the InstancelD property to NULL if the instance of the
CIM_ResgourceAllocationSettingData class is created locally. A client shall not modify the InstancgID
property|in an instance of the CIM_ResourceAllocationSettingData class that was received from gn
implemeptation and is sent back to the implementation as a parameter of a modification method.

An implgmentation shall ignore any non-NULL\value in a definition request.

In a modffication request, an implementation shall use a non-NULL value to identify an existing instance

of the CIM_ResourceAllocationSettingData class. If a value is specified that does not identify an instance
of the CIM_ResourceAllocationSettingData class, an implementation shall return a return code that
indicateq an invalid parameter; see5.3.

5.2.7.2 CIM_ResourceAllocationSettingData.ResourceType property

A client ghall set the value of the ResourceType property to designate the type of the virtual resoyrce
allocatiop request.

The implementation shall use the value of the ResourceType property, as well as the value of the
OtherResaourceType property if the value of the ResourceType property is 1 (Other), to determing]the
type of thewiftual resource allocation request. If the implementation does not support the requestéd
resource type, it shall fail the method execution.

5.2.7.3 CIM_ResourceAllocationSettingData.OtherResourceType property (conditional)

If a client sets the value of the ResourceType property to a value other than 1 (Other), it shall set the
value of OtherResourceType property to NULL. If a client sets the value of the ResourceType property to
1 (Other), it shall set the value of the OtherResourceType property to identify the type of the virtual
resource allocation request in an implementation-dependent way.
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The implementation shall use the value of the OtherResourceType property if the value of the
ResourceType property is 1 (Other) to determine the type of the virtual resource allocation request. If the
implementation does not support the requested resource type, it shall fail the method execution.

5.2.7.4 CIM_ResourceAllocationSettingData.ResourceSubType property

A client may set the value of the ResourceSubType property to designate the subtype of the virtual
resource allocation request. A client may set the value of the ResourceSubType property to NULL,
requesting default behavior.

The implementation shall use the value of the ResourceSubType property to determine the subtype of the
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subtype |it shall return a return code that indicates an invalid parameter; see 5.3.

5.2.7.5 CIM_ResourceAllocationSettingData.PoollD property

A client nay set the value of the PoolID property to designate a resource pool that shalbe used for
resourcq allocation. In this case, the values of the PoollD and ResourceType properties shall be ¢qual to
the valugs of respective properties in an instance of the CIM_ResourcePool class that represents|the
designated resource pool. A client may set the value of the PoollD property to'NULL, requesting default
behaviorn.

An implgmentation shall use the value of the PoollD and ResourceType-properties to assign the resource
pool thaf shall be used for the resource allocation. If the value of thesPoollD property is NULL, the
implemeptation may assign a default resource pool. If no resourCe pool exists with matching valugs of the
PoollD and ResourceType properties, the implementation may. either assign a default resource pgol or fail
the method execution. An implementation may defer the seléction of a default resource pool until
resourcq allocation actually occurs.

5.2.7.6 CIM_ResourceAllocationSettingData{ConsumerVisibility property

A client mnay set the value of the ConsumerVisibility property to specify whether the virtual resourge or
comprehensive set of virtual resources that is\requested by the virtual resource allocation reques{ shall be
virtualizgd or shall be one or more passed-through host resources. A client may specify a value of NULL
for the ConsumerVisibility property, requesting a default behavior.

If the prqperty is set to a value othenthan NULL, the client shall perform one of the following actiops:

¢ | set a value of 0 (Unkhown) to request default behavior (with the same effect as a value pf
NULL)

e | set a value of 2;(Passed-Through) to specify that one or more passed-through host devices

shall be altocated to the virtual resource requested by this virtual resource allocation request,
and shallprovide one or more elements in the HostResource[ ] array property that identjfy the
host resources that shall be passed through

e | set avalue of 3 (Virtualized) to specify that the virtual resource that results from this virtyal re-

sourceallocationraauest shall ha virtualized
tH OO gHeS+-SHa- P8 HHaH£L8a

The client shall not use a value of 4 (Not Represented).

An implementation shall use the value of the ConsumerVisibility property to determine whether the virtual
resource or comprehensive set of virtual resources requested by this virtual resource allocation request
shall be virtualized or shall be a passed-through host resource.

e If the value of the ConsumerVisibility property is NULL or 0 (Unknown), the implementation may
exhibit an implementation-specific default behavior that may also depend on the resource type,
the selected resource pool, or both.
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If the value of the ConsumerVisibility property is 2 (Passed-Through), the implementation shall
establish a virtual resource allocation request or virtual resource allocation for host resources as
specified by elements of the HostResource[ ] array property as passed-through devices in the
resulting virtual resource allocation. If no values are specified by the HostResource[ ] array
property, the implementation may exhibit an implementation-specific default behavior.

If the value of the ConsumerVisibility property is 3 (Virtualized), the implementation shall
establish a virtual resource allocation request or virtual resource allocation for a virtualized
virtual device or a comprehensive set of virtualized virtual devices.

If the value of the ConsumerVisibility property is 4 (Not Represented), the implementation shall
fail the method execution.

5.2.7.7

CIM_ResourceAllocationSettingData.HostResource[ ] Array property

A client nay set the value of the HostResource[ ] array property to indicate that the requested virtual
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allocation shall be based on host resources that are identified by element valdes. The kind of

ncy is specified through the ConsumerVisibility property (see 5.2.7.6) anddhe’MappingBghavior
(see 5.2.7.18). A client may set the value of the HostResource[ ] array_property to NULL [or may
n empty array in order to request the implementation to decide whether’the requested regource
n shall be directly based on host resources.

mentation shall use the value of the HostResource[ ] array property to determine whethef and
requested virtual resource allocation shall be based on hostresources. Respective host
s are identified by element values of the HostResourcef] array property. The implementation
the value of other properties such as ConsumerVisihility (see 5.2.7.6) and MappingBehavior
7.18) to determine the kind of dependency. If no valdeor an empty array is provided as the value
stResource[ ] array property, the implementationsmay provide a pure virtual resource for|the
br may select host resources at its own discretion:

CIM_ResourceAllocationSettingData-AllocationUnits property

hould set the value of the AllocationUnits property to specify a unit of measurement for the
source allocation request. The unit,of measurement shall be compatible with the requestged
type. A client may set the value of the AllocationUnits property to NULL, requesting the
htation to assume a resource-type-specific default value for the unit of measurement.

mentation shall use the.value of the AllocationUnits property to determine the unit of megsure-
the virtual resource allocation request. If the provided value is not compatible with the resource
implementation shall*fail the method execution. If a value is not provided (NULL), the
htation shall assume a resource-type-specific default value for the unit of measurement. A
-type-specific.resource allocation DMTF management profile may specify rules for the
ation of the/default value.

CIM._ResourceAllocationSettingData.VirtualQuantity property

A client §

hould set the value of the VirtualQuantity property to specify the quantity of virtual resoufces that

shall result from the virtual resource allocation request. A client may set the value of the VirtualQuantity

property

to NULL, requesting a default behavior. A resource-type-specific resource allocation DMTF

management profile may specify rules for the determination of a default value.

5.2.7.10

CIM_ResourceAllocationSettingData.Reservation property

A client may set the value of the Reservation property to specify the amount of host resource that is
requested by the virtual resource allocation request. The unit of measurement established by the value of
the AllocationUnits property applies. A client may set the value of the Reservation property to NULL,
requesting a default behavior.
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An implementation shall use the value of the Reservation property to determine the amount of host
resource that is requested by the virtual resource allocation request. If a value is not provided (NULL), the
implementation may exhibit an implementation-specific default behavior. A resource-type-specific
resource allocation DMTF management profile may specify rules for the determination of a default value.

5.2.7.11  CIM_ResourceAllocationSettingData.Limit property

A client may set the value of the Limit property to specify the maximum amount of host resource that is
requested by the virtual resource allocation request. The unit of measurement established by the value of
the AllocationUnits property applies. A client may set the value of the Limit property to NULL, requesting a
default behavior.

An implgmentation shall use the value of the Limit property to determine the maximum amount of|host

resource that is requested by the virtual resource allocation request. If a value is not provided, (NULL), the
implemeptation may exhibit an implementation-specific default behavior. A resource-type-specific
resourcq allocation DMTF management profile may specify rules for the determination-¢f.a defaulf value.

5.2.7.12 CIM_ResourceAllocationSettingData.Weight property

A client may set the value of the Weight property to specify a relative weightthat is requested by the
virtual refsource allocation request with respect to other virtual resource allocation requests from the same
resource pool. A client may set the value of the Weight property to NULL;-requesting a default behavior.

An implgmentation shall use the value of the Weight property to determine a relative weight that i$
requestgd by the virtual resource allocation request with respect to other virtual resource allocatio
requestg from the same resource pool. If a value is not provided (NULL), the implementation may|exhibit
an implementation-specific default behavior. A resource-typé=specific resource allocation DMTF
management profile may specify rules for the determination of a default value.

>

5.2.7.13| CIM_ResourceAllocationSettingDataf/AtutomaticAllocation property

A client nay set the value of the AutomaticAllogation property to specify that the requested resource
allocatiop is obtained automatically when thelvirtual system is activated. A client may set the valug of the
Automat|cAllocation property to NULL, requesting a default value of TRUE.

An implgmentation shall use the valué_of the AutomaticAllocation property to determine whether the
requestdd resource allocation is obtained automatically when the virtual system is activated. The default
value shhll be TRUE, requesting automatic resource allocation. Resource-type-specific resource
allocatiop DMTF managemeht-profiles may specify a different default behavior.

5.2.7.14| CIM_ResaureeAllocationSettingData.AutomaticDeallocation property

A client nay set the&alue of the AutomaticDeallocation property to specify that the requested respurce
allocatiop is released automatically when the virtual system is deactivated. A client may set the value of
the AutomaticDeallocation property to NULL, requesting a default value of TRUE.

An impIF mentation shall use the value of the AutomaticDeallocation prnpprty to determine whethar the
resource allocation is automatically released when the virtual system is de-activated. The default value
shall be TRUE, requesting automatic resource deallocation. Resource-type-specific resource allocation
DMTF management profiles may specify a different default behavior.

5.2.7.15 CIM_ResourceAllocationSettingData.Parent property

A client may set the value of the Parent property to specify a parent resource required to establish the
resource allocation. An example of such a parent resource would be a controller. A client may set the
value of the Parent property to NULL, requesting a default behavior.
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An implementation shall use the value of the Parent property to determine if and which parent resource is
required for the requested resource allocation. If no value is specified (NULL), the implementation may
decide whether a parent resource is needed and eventually select one itself. If a value is specified, the
implementation shall base the resource allocation request on the requested parent resource. If the
requested parent resource is not capable to support the requested resource allocation, the
implementation shall fail the request.

5.2.7.16  CIM_ResourceAllocationSettingData.Connection[ ] array property

A client may set the value of the Connection][ ] array property to specify connection information for the
requested resource allocation. An example of connection information is the target network for a network
adaptor rtne target SWItCh port 101 Storage adaptors. Lonnection Tiormation 1S nignly aepenaeny on
resource type and implementation; for details, refer to the resource-type-specific resource allocation
DMTF nmfanagement profile.

An implgmentation shall use the values within the Connection[ ] array property to determine conngction

information for the requested resource allocation. If no value is specified (NULL), the.implementafion may
decide whether the requested resource allocation requires connection informationiand establish g default
connectipn.

5.2.7.17| CIM_ResourceAllocationSettingData.Address property

A client nay set the value of the Address property to specify an addressfor the new virtual devicg. In
general, [the requirement for the value of the Address property will depend on the resource type. Hor a
particulaf resource type, restrictions on the potential value set may exist.

An implgmentation shall interpret the value of the Address.property such that the new virtual resoprce
adopts that address value while it is instantiated. If no value'is specified (NULL), the implementation may
assign a|value for the Address that is specific to the implementation and resource type.

5.2.7.18| CIM_ResourceAllocationSettingData.MappingBehavior property

A client nay set the value of the MappingBehavior property to specify whether the requested resqurce
allocatiop has an affinity to or is directly based on host resources that are specified in the optiona
HostResource[ ] array property (see 5:2.7.7). A client may set the value of the MappingBehavior property
to NULL [or to 0 (Unknown) to request.that the implementation shall decide on the mapping behavior. A

client shall not specify a value of 1. (Not Supported).

An implgmentation shall usethe value of the MappingBehavior property to determine how the requested
resourcd allocation depends.on host resources that are specified in the HostResource[ ] array prgperty.

e | If the valueds\1‘(Not Supported), the implementation shall return a return code that indigates an
invalid parameter; see 5.3.

e | If thewvalUe is not provided (NULL), is O (Unknown), or is 1 (Not Supported), the implemgntation
shall establish an implementation-specific default behavior. The resource request may qr may
not’be mapped to or based on host resources depending on the implementation’s decis|on.

o Ifthe value is 2 (Dedicated), the implementation shall establish a direct mapping of the virtual
resource onto the resources specified through the HostResource[ ] array property. The
implementation may establish a mapping in the resource allocation request resulting from this
instance of the CIM_ResourceAllocationSettingData class; however, it is possible that the
requested resources are not available at resource allocation time, resulting in an error condition
at that time.
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5.3 Methods

This subclause details the requirements for supporting intrinsic operations and extrinsic methods for the
CIM elements defined by the profile described in this clause.

53.1

CIM_ResourcePoolConfigurationService.CreateChildResourcePool()

The CIM Schema description of this method applies. This optional method creates (or starts a job to
create) a nested resource pool. Refer to the MOF for a detailed description.

If the SupportedSyncMethods property of the associated instance of
CIM_Re VUl L:UPUU:CUI |ﬂgwqtiU| |Capabi“tico ;D DUt tU 3 (CIUGtUCh;:dRUDUUIL’UPUU: :O Suppurtcd) the
CreateChildResourcePool() method shall be implemented and shall not return a value of 1 or,4096.
If the SupportedAsyncMethods property of the associated instance of
CIM_RegourcePoolConfigurationCapabilities is set to 3 (CreateChildResourcePool Is Supported)] the
CreateChildResourcePool() method shall be implemented and shall not return a valte, of 1.
If neitheq the SupportedSyncMethods nor the SupportedAsyncMethods property of'the associateg
instance|of CIM_ResourcePoolConfigurationCapabilities is set to 3 (CreateChildResourcePool Is
Supported), the CreateChildResourcePool() method shall not be implemented, or if the method is
implemepted, it shall return the value 1.
If an implementation supports the resource pool hierarchy device madel, it uses this method to create
child poqgls.
Detailed|requirements of the CreateChildResourcePool( ) method are specified in Table 3 and Table 4.
No standard messages are defined.
Table B — CIM_ResourcePoolConfigurationService.CreateChildResourcePool() method: Return
code values

Value Description

0 Job completed with no error

1 Not supported

2 Unknown

3 Timeout

4 Failed

5 Invalid parameter

6 In use

7 Incorrect ResourceType for the pool

8 TASUTTICIENt resources

4096 Method parameters checked — job started
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Table 4 — CIM_ResourcePoolConfigurationService.CreateChildResourcePool() method:

Parameters
Qualifiers Name Type Description/Values
IN ElementName String The desired name of the resource pool
IN Settings String A string representation of a
CIM_ResourceAllocationSettingData instance that
represents the allocation assigned to this child
pool
IN ParentPool CIM_ResourcePool REF The parent pool from which to create this pool
ouT Pool CIM_ResourcePool REF The resulting resource pool
ouT Job CIM_ConcreteJob REF Returned job if started
ouT Error String Encoded error instance if the operation failed and
did not return a job
5.3.2 | CIM_ResourcePoolConfigurationService.DeleteResourceRool()
The CIM Schema description of this method applies. This optional method deletes (or starts a job|to
delete) g resource pool. Refer to the MOF for a detailed description.
If the SupportedSyncMethods property of the associated instance of
CIM_ResgourcePoolConfigurationCapabilities is set to 4 (DeleteRésourcePool Is Supported), the
DeleteRésourcePool( ) method shall be implemented and shallknot return a value of 1 or 4096.
If the SupportedAsyncMethods property of the associated\instance of
CIM_RegourcePoolConfigurationCapabilities is set to 4 (DeleteResourcePool Is Supported), the
DeleteResourcePool( ) method shall be implementéd'and shall not return a value of 1.
If neitheq the SupportedSyncMethods nor the SupportedAsyncMethods property of the associateg
instance|of CIM_ResourcePoolConfigurationCapabilities is set to 4 (DeleteResourcePool Is Suppprted),
the DelefeResourcePool() method shall not be implemented, or if the method is implemented, it ghall
return the value 1.
Detailed|requirements of the DeleteResourcePool() method are specified in Table 5 and Table 6.
No standard messages are defined.
Table p — CIM_ResqurcePoolConfigurationService.DeleteResourcePool() method: Returng code
values
Value Description
0 Job completed with no error
1 Not supported
2 Unknown
3 Timeout
4 Failed
5 Invalid parameter
6 In use
7 Incorrect ResourceType for the pool
4096 Method parameters checked — job started
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Table 6 — CIM_ResourcePoolConfigurationService.DeleteResourcePool() method: Parameters

Qualifiers Name Type Description/Values

IN Pool CIM_ResourcePool REF The resource pool to delete

ouT Job CIM_ConcreteJob REF Returned job if started

ouT Error String Encoded error instance if the operation failed
and did not return a job

5.3.3 CIM_ResourcePoolConfigurationService.AddResourcesToResourcePool()

nema de ription or tr methoa applie [ optional method ada

The CI :
s to a resource pool. Refer to the MOF for a detailed description.

resourc

If the SupportedSyncMethods property of the associated instance of
CIM_RegourcePoolConfigurationCapabilities is set to 5 (AddResourcesToResourcePoglls Suppq
the AddResourcesToResourcePool() method shall be implemented and shall not retur a value
4096.

If the SupportedAsyncMethods property of the associated instance of
CIM_RegourcePoolConfigurationCapabilities is set to 5 (AddResourcesToResourcePool Is Suppq
the AddResourcesToResourcePool() method shall be implemented and.shall not return a value g

If neithen the SupportedSyncMethods nor the SupportedAsyncMethads property of the associateg
instance|of CIM_ResourcePoolConfigurationCapabilities is set t0/5 (AddResourcesToResourceP
Supported), the AddResourcesToResourcePool() method shall not be implemented, or if the met
implemented, it shall return the value 1.

Detailed|requirements of the AddResourcesToResourcePool() method are specified in Table 7 ar
Table 8.

No standard messages are defined.

Tablg 7 — CIM_ResourcePoolConfigurationService. AddResourcesToResourcePool() me
Return code values

add)

rted),
f 1 or

rted),
f1.

bol Is
hod is

hod:

Value Description

Job completed with no error

Not supported

Unknown

Timeout

Failed

Invalid parameter

In use

N[ojga|ldh|lwIN]|~]|O

Incorrect ResourceType for the pool

N
o
©
»

Method parameters checked — job started
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Table 8 — CIM_ResourcePoolConfigurationService.AddResourcesToResourcePool() method:

Parameters
Qualifiers Name Type Description/Values
IN HostResource[ ] CIM_LogicalDevice The host resources to assign to the pool
REF[ ]

IN Pool CIM_ResourcePool REF | The primordial ResourcePool to add resources
to

ouT Job CIM_ConcreteJob REF Returned job if started

ouT Error String Encoded error instance if the operation failed
andaid ot TeturT a job

5.3.4 | CIM_ResourcePoolConfigurationService.RemoveResourcesFromResourc
Pool()

19%

The CIM Schema description of this method applies. This optional method removes-(or starts a jop to
remove)|resources from a resource pool. Refer to the MOF for a detailed descfiption.

If the SyhchronousMethodsSupported property of the associated instance.of
CIM_RegourcePoolConfigurationCapabilities is set to 6 (RemoveResourcesFromResourcePool Ig
Supported), the RemoveResourcesFromResourcePool( ) method shallbe implemented and shall[not
return a palue of 1 or 4096.

If the AsynchronousMethodsSupported property of the associated instance of
CIM_RegourcePoolConfigurationCapabilities is set to 6 (RemoveResourcesFromResourcePool I
Supported), the RemoveResourcesFromResourcePool( ) tmethod shall be implemented and shalljnot
return a yalue of 1.

If neitheff the SynchronousMethodsSupported nor,the AsynchronousMethodsSupported property of the
associated instance of CIM_ResourcePoolConfigurationCapabilities is set to 6
(RemovgResourcesFromResourcePool Is Supported), the RemoveResourcesFromResourcePoo|( )
method $hall not be implemented, or if theimethod is implemented, it shall return the value 1.

Detailed|requirements of the RemoveResourcesFromResourcePool( ) method are specified in Table 9
and Table 10.

No standard messages are defined.
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Table 9 — CIM_ResourcePoolConfigurationService.RemoveResourcesFromResourcePool()
method: Return code values

Value Description

Job completed with no error

Not supported

Unknown

Timeout
Failed

1 bl "
mvdiia gardarireter

In use

Incorrect ResourceType for the pool

O(N|lojlo|lbh|lwW|IN|~|O

Insufficient resources
4096 Method parameters checked —(job-started

Table 10 — CIM_ResourcePoolConfigurationService.RemoveResourcesFromResourcePpol()
method: Parameters

Qualifidrs Name Type Description/Values
IN HostResource[ ] CIM_LogicalDevice The host resources to remove from thg pool
REF[]

IN Pool CIM_ResourcePool REF*{ The primordial ResourcePool to remove
resources from

ouT Job CIM_ConcreteJob-REF Returned job if started

ouT Error String Encoded error instance if the operatior] failed
and did not return a job

5.3.5 | CIM_ResourcePoolConfigurationService.ChangeParentResourcePool()

The CIM Schema description of this-method applies. This optional method changes (or starts a jop to
change)la parent resource pool. Refer to the MOF for a detailed description.

If the SupportedSyncMethods property of the associated instance of
CIM_ResgourcePoolConfiglrationCapabilities is set to 7 (ChangeParentResourcePool Is Supportgd), the
ChangelParentResourceRool( ) method shall be implemented and shall not return a value of 1 or 4096.

If the SupportedAsyneMethods property of the associated instance of
CIM_RegourceRoolConfigurationCapabilities is set to 7 (ChangeParentResourcePool Is Supportgd), the
ChangefPareptResourcePool( ) method shall be implemented and shall not return a value of 1.

If neithef the‘SupportedSyncMethods nor the SupportedAsyncMethods property of the associateg
instance of CIM_ResourcePoolConfigurationCapabilities is set to 7 (ChangeParentResourcePool Is
Supported), the ChangeParentResourcePool() method shall not be implemented, or if the method is
implemented, it shall return the value 1.

Detailed requirements of the ChangeParentResourcePool() method are specified in Table 11 and
Table 12.

No standard messages are defined.
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Table 11 — CIM_ResourcePoolConfigurationService.ChangeParentResourcePool() method: Return
code values

Value Description

Job completed with no error

Not supported

Unknown

Timeout
Failed

1 bl "
mvdiia gardarireter

In use

Incorrect ResourceType for the pool

O(N|lojlo|lbh|lwW|IN|~|O

Insufficient resources
4096 Method parameters checked —(job-started

Table 12 — CIM_ResourcePoolConfigurationService.ChangeParentRésourcePool() method:

Parameters

Qualifidrs Name Type Description/Values

IN ParentPool CIM_ResourcePool REF | The parent resource pool to change to

IN Settings String AJstring representation of an instance ¢f
CIM_ResourceAllocationSettingData tIJ‘at
represents the allocation assigned to tlpis child
pool

ouT Job CIM_ConcreteJob REF Returned job if started

ouT Error String Encoded error instance if the operatior] failed
and did not return a job

5.3.6 | Profile conventions for gperations

For each profile class (including associations), the implementation requirements for operations, including
those in fhe following default list; are specified in class-specific subclauses of this subclause.
The defdult list of operations-for all classes is:

o | Getlnstance())

e | Enumefatelnstances( )

e | EnumeratelnstanceNames( )

For classes-that are referenced hy an association the default list also includes

e Associators( )
e  AssociatorNames( )
e References()

e  ReferenceNames( )
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5.3.7 CIM_AffectedJobElement
All operations in the default list in 5.3.6 shall be implemented as defined in DSP0200.

NOTE  Related profiles may define additional requirements on operations for the profile class.

5.3.8 CIM_BaseMetricDefinition
All operations in the default list in 5.3.6 shall be implemented as defined in DSP0200.

NOTE  Related profiles may define additional requirements on operations for the profile class.

5.3.9 rtCttBaseMetricvatue

All opergtions in the default list in 5.3.6 shall be implemented as defined in DSP0200.
NOTE |Related profiles may define additional requirements on operations for the profile class.
5.3.10 | CIM_Component

All opergtions in the default list in 5.3.6 shall be implemented as defined in DSP0200.

NOTE |Related profiles may define additional requirements on operations for the\profile class.

5.3.11 | CIM_ConcreteJob
All opergtions in the default list in 5.3.6 shall be implemented as(defined in DSP0200.

NOTE |Related profiles may define additional requirements on aeperations for the profile class.

5.3.12 | CIM_ElementAllocatedFromPool
All opergtions in the default list in 5.3.6 shall be implemented as defined in DSP0200.

NOTE |Related profiles may define additional requirements on operations for the profile class.

5.3.13 | CIM_ElementCapabilities
All opergtions in the default list in 5:3.6’shall be implemented as defined in DSP0200.

NOTE |Related profiles may define additional requirements on operations for the profile class.

5.3.14 | CIM_ElementSettingData
All opergtions in the default list in 5.3.6 shall be implemented as defined in DSP0200.

NOTE |Related prefiles may define additional requirements on operations for the profile class.

5.3.15 | CIM HostedDependency

[on
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NOTE  Related profiles may define additional requirements on operations for the profile class.
5.3.16 CIM_HostedResourcePool
All operations in the default list in 5.3.6 shall be implemented as defined in DSP0200.

NOTE  Related profiles may define additional requirements on operations for the profile class.
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5.3.17 CIM_HostedService
All operations in the default list in 5.3.6 shall be implemented as defined in DSP0200.

NOTE  Related profiles may define additional requirements on operations for the profile class.

5.3.18 CIM_LogicalDevice
All operations in the default list in 5.3.6 shall be implemented as defined in DSP0200.

NOTE  Related profiles may define additional requirements on operations for the profile class.

5.3.19 rttivtivtetricbefFformE

All opergtions in the default list in 5.3.6 shall be implemented as defined in DSP0200.
NOTE |Related profiles may define additional requirements on operations for the profile class.
5.3.20 | CIM_MetricForME

All opergtions in the default list in 5.3.6 shall be implemented as defined in DSP0200.

NOTE |Related profiles may define additional requirements on operations for the\profile class.

5.3.21 | CIM_Metriclnstance
All opergtions in the default list in 5.3.6 shall be implemented as{defined in DSP0200.

NOTE |Related profiles may define additional requirements on aeperations for the profile class.

5.3.22 | CIM_ResourceAllocationFromPool

All opergtions in the default list in 5.3.6 shall be implemented as defined in DSP0200.

NOTE |Related profiles may define additional requirements on operations for the profile class.

5.3.23 | CIM_ResourceAllocationSettingData
All opergtions in the default list in 5:3.6’shall be implemented as defined in DSP0200.

NOTE |Related profiles may define additional requirements on operations for the profile class.

5.3.24 | CIM_ResourcePool
All opergtions in the default list in 5.3.6 shall be implemented as defined in DSP0200.

NOTE |Related prefiles may define additional requirements on operations for the profile class.

5.3.25 | CIM_ResourcePoolConfigurationCapabilities

[on
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NOTE  Related profiles may define additional requirements on operations for the profile class.
5.3.26 CIM_ResourcePoolConfigurationService

All operations in the default list in 5.3.6 shall be implemented as defined in DSP0200.

NOTE  Related profiles may define additional requirements on operations for the profile class.
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All operations in the default list in 5.3.6 shall be implemented as defined in DSP0200.

NOTE

5.3.28 CIM_SystemDevice

Related profiles may define additional requirements on operations for the profile class.

All operations in the default list in 5.3.6 shall be implemented as defined in DSP0200.

NOTE

Related profiles may define additional requirements on operations for the profile class.

5.4 UpeTases

This subplause contains object diagrams and use cases that represent the intended use of the profile

describe
conformance.

54.1

Abstract instance diagram

in this clause. The use cases are informative and not intended to define the requirements for

Figure 2|illustrates the use of the Resource Allocation Profile with a primordial pool, a concrete pqol, and
backed resources used for virtualization.

:ResourcePoolConfigurationCapabilities

Element
Capabilities

:ResourcePoolConfigurationServi

ce Hosted Virtualization System:
[~ Service System

LServiceAffectsEleme

ServiceAffectsElement——— Hosted
nt— Resource
HostedResourcePool Pool
I—EIemenISeningDa{a—l |—SeningsDefineState-|
Defined State: Current State: Virtual Resource: Concrete: Primordial:
ResourceAllocation ResourceAllocation LogicalDevice ResourcePool ResourcePool
SettingData SettingData
Systel
Devic
IElementAIIocaﬂedFromF’ool‘ ElementAllocatedFromPool
ResourceAllocationFromPool
Pool Defined State: Pool Current State: SettingsDefineState Component
ResourceAllocation ResourceAllocation

HostedDependency

SettingData

SettingData

I—EIemenISetti ng Da\aJ

ResourceAllocationFromPool

Host Resource:
LogicalDevice

Figure 2 — Abstract instance diagram: Concrete resource pool
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Figure 3 illustrates the use of the Resource Allocation Profile with a primordial pool and backed resources
used for virtualization. Resources are allocated directly from the primordial pool to consumers.

ResourceAllocation p

FromPool

—

HostedDependency:

:ResourcePoolConfigurationCapabilities :ResourcePoolConfigurationService Virtualization System:
System
—ElementCapabilities—] ——HostedService—
ServiceAffects
Element
Element
ElementSettingDat: tingsDefineState: Allocated SystemDevice

FromPool

HostedResourcePool
Defined State: Current State: Virtual Resource: Primordial:
ResourceAllocation ResourceAllocation LogicalDevice ResourcePool |
SettingData SettingData
Component:

Hest)Resource:
LogicalDevice

Figure 3 — Abstract instance diagram: Primordial pool with/backed resources

Figure 4lillustrates the use of the Resource Allocation Profile with a primordial pool that does not have
backed resources used for virtualization. The resources are either synthetic (that is, no physical eJements
are backing them) or not modeled by the implementation.
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Figure 4 — Abstract instance diagram: Primordial pool without backed resources

HostedResourcePool
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5.4.2 Resource pool hierarchy diagram

Figure 5 shows a hierarchy of related resource pools in which host resources are shared. Child resource
pools are allocated from a parent resource pool by using the same pattern as virtual resources. The host
resources are members of the top-most or primordial resource pool. An instance of
CIM_ResourceAllocationSettingData for a descendant resource pool records the way resources flow from
the parent resource pool to the child resource pool. For example, if only weight is set, the child resource
pool shares all resources with other child resource pools that have allocations scheduled based on the
weight of the child resource pool.

VirtualizationSystem:
HostedResourcePool P Y

Y

o

SystemDevice

Parent:

ResourcePool ConcreteComponent:

Host Resource:
| LogicalDevice

ResourceAllocationFromPool | ResourceAllocationFromPool

I—ElementAIIocatedFromPool—l

Current State:
ResourceAllocation
SettingData

Child 1:
ResourcePool

Child 2:
ResourcePool

Current State:
ResourceAllocation
SettingData

—EIementSettingDataJ : |;ElementSettingDataJ

Figure 5 — Resource'pool hierarchy instance diagram
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5.4.3

Simple resource allocation diagram

Figure 6 shows Simple Resource Allocation. Two instances of a subclass of CIM_LogicalDevice are
aggregated into the CIM_ResourcePool instance through the CIM_ConcreteComponent association. This
indicates that the components modeled by the device contribute resources into a pool from which the

resources may be allocated.

CIM_LogicalDevice is shown to indicate that numerous different component types may be aggregated
into the pool. rasd2 and rasd1 represent allocations from the pool for two resource consumers
represented by Mse2 and Mse1. These allocations are indicated by the
CIM_ResourceAllocationFromPool associations between rasd1 and rasd2 and the CIM_ResourcePool

. ~ o . L
instancepand-the U::‘V’:_E:CIIICI Settit |3Data associations-between-the
CIM_ResgourceAllocationSettingData instances and the CIM_ManagedSystemElement instances.
rasd10: :ResourcePoolConfigurationCapabilities :ResourcePoolConfigurationService
ResourceAllocation
SettingData
ElementSettingData
IsDefault=1
IsCurrent=1
I—Element(tapabiIities—I
Msel:
ManagedSystemElement
HostedServide
ServieeAffects
Element
System1:
ComputerSystem
Mse2: I . |
ManagedSystemElement ResourceAllocationFromPog
Primordial:
Regon;?;esool HostedResourcePool
rasd20: ElementSettingData
ResourceAllocation IsDefault=1
SettingData IsCurrent=1
ElementSettingData
. IsCurrent=2 Host Resource: [SystemQevice
rasd21: LogicalDevi
ResourceAllocation ogicaDevice
SettingData
iComponent
rasd22: Host_Resource:
ResourceAllocatiof LogicalDevice
SettingData,
ResogirceAllocationFromPool
Figure 6 — Simple resource allocation
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Determine pool type

A client may determine the type of resource provided by the resource pool by querying the ResourceType

property

5.4.5

in an instance of CIM_ResourcePool.

View historical use of pool resource by a resource consumer

The historical use of a resource by a particular resource consumer may be useful for reporting or billing
purposes. It may also be useful for planning purposes in order to predict future use of the resource. A
client may determine the historical use of a resource by a consumer as follows:

1)

If device resource allocation is implemented, find all instances of CIM | ogicalDevice th

t are

2)

3)

4)

5.4.6

The histgrical aggregate use of resources in the pool may be useful in predicting future resource

requiren
follows:

1)

2)

54.7

A client nay find all the hest resources of a specific type as follows:

1)

2)

5.4.8

associated with the resource consumer of the type that corresponds to the resource typ
each CIM_LogicalDevice instance as the subject instance in step 3) and sum the result

If simple resource allocation is implemented, use the CIM_ManagedSystemElement ins
that represents the resource consumer as the subject instance in step 3).

Find an instance of CIM_BaseMetricDefinition, as defined in 5.5.2.3, that\is associated
subject instance through the CIM_MetricDefForME association.

Find all instances of CIM_BaseMetricValue that are associated with.the

CIM_BaseMetricDefinition through the CIM_Metriclnstance assogiation where the
CIM_BaseMetricValue.BreakdownValue property has the value of the PoollD property ¢
CIM_ResourcePool instance of interest.

View historical aggregate use of a pool resournce

ents. A client may determine the historical aggregate use of a resource by a consumer a

Find an instance of CIM_BaseMetricDefinition, as defined in 5.5.2.3, that is associated
CIM_ResourcePool instance throughithe CIM_MetricDefForME association.

Find all instances of CIM_BaseMetricValue that are associated with the

CIM_BaseMetricDefinition through the CIM_Metriclnstance association where the
CIM_BaseMetricValue.BreagkdownValue property has the value of the PoollD property d
CIM_ResourcePool instance of interest.

Discover host resources

Find instanees of CIM_ResourcePool with the Primordial property set to TRUE and the
Resourcellype property set as desired.

Find all instances of CIM_ManagedSystemElement that are associated with the
CIM_ResourcePool instances through the CIM_ConcreteComponent association.

. Use
p.

tance

vith the

f the

L'

vith the

f the

Discover supported resource types

A client may find all the resource types supported by the allocation platform as follows:

3)
4)

Enumerate resource pools and find primordial pool types.

Identify the unique ResourceType property values within the list of CIM_ResourcePool
instances.
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55 C

Table 13 lists CIM elements that are specified or specialized for the profile described in this clause. Each
CIM element shall be implemented as described in Table 13. Subclauses 5.2 (“Implementation”) and 5.3

IM elements

(“Methods”) may impose additional requirements on these elements.

Table 13 — CIM elements: Resource Allocation Profile

Element name Requirement Description

Classes

CIM_AffectedJobElement Optional See 5.5.1.
CIM_BaseMetricDefinition Optional See 5.5.2,5.5.2.1,5.5.2.2, and-5.5.2|3.
CIM_BaseMetricValue Optional See 5.5.3, 5.5.3.1, 5.5.3.2~and 5.5.3|3.
CIM_Cdmponent Conditional See 5.5.4.
CIM_CdncretedJob Optional See 5.5.5.
CIM_El¢mentAllocatedFromPool Mandatory See 5.5.6.
CIM_Elg¢mentCapabilities Mandatory See 5.5.7.
CIM_Elg¢mentSettingData Mandatory See5.5:8.
CIM_HdstedResourcePool Mandatory See-5.5.10.
CIM_HdstedService Mandatory See 5.5.11.
CIM_LogicalDevice (virtual resource) Mandatory See 5.5.12.
CIM_MatricDefForME Conditional See 5.5.13.
CIM_M@tricForME Conditional See 5.5.14.
CIM_RésourceAllocationFromPool Optional See 5.5.15.
CIM_RgsourceAllocationSettingData Conditional See 5.5.16 and 5.5.17.
CIM_RdsourcePool Mandatory See 5.5.18.
CIM_R¢gsourcePoolConfigurationCapabilities Mandatory See 5.5.19.
CIM_RésourcePoolConfigurationService Mandatory See 5.5.20.
CIM_SeftingsDefineState Mandatory See 5.5.21.
CIM_SefviceAffectsElement Mandatory See 5.5.22.
CIM_SypgtemDevige Conditional See 5.5.23.
CIM_HdstedDépendency Optional See 5.5.9.

Indicatipns

clause

None defined in the profile described in this
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If long-running jobs are supported, this association provides a reference to the affected element. For
example, if a new CIM_ResourcePool instance is created and a CIM_ConcreteJob instance is returned,
after that CIM_ConcreteJob instance indicates that the create operation has completed the
CIM_AffectedJobElement association may be used to locate the resulting CIM_ResourcePool instance.
Table 14 defines the requirements for elements of this class.

Table 14 — Class: CIM_AffectedJobElement

Elements Requirement Notes

AffectedElement Mandatory The affected element (for example, the
CIM_ResourcePool)
Cardinality 1

AffectingElement Mandatory The CIM_ConcreteJob

Cardinality 1

5.5.2 | CIM_BaseMetricDefinition

CIM_BaseMetricDefinition defines metrics that are maintained for the‘resource pool and resource]
consumers. Table 15 defines the requirements for elements of this class.

Table 15 — Class: CIM_BaseMatricDefinition

Elements Requirement Notes
BreakdqwnDimensions Mandatory Matches ("CIM_ResourcePool.PoollD")
Calculatable Mandatory None
Change[lype Mandatory None
DataType Mandatoery None
Elemen{Name Mandatory Pattern (".+").
GatheringType Mandatory None

ID Mandatory Key
IsContinuous Mandatory None
TimeScppe Mandatory None
TimeScppe Optional None

Units Mandatory None
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5.5.2.1 CIM_BaseMetricDefinition — Instantaneous consumption

CIM_BaseMetricDefinition defines metrics that are maintained for the resource pool and resource
consumers. Table 16 describes the requirements for using CIM_BaseMetricDefinition to define the metric
for instantaneous consumption. These constraints are in addition to those specified in 5.5.2.

Table 16 — Class: CIM_BaseMetricDefinition — Instantaneous consumption

Elements Requirement Notes
Calculatable Mandatory Matches 3 (Non-summable)
ChangeType Mandatory Matches 4 (Gauge)
DataType Mandatory Matches 13 (uint64)
Elemen{Name Mandatory Pattern (".+")
TimeScppe Mandatory Matches (Point)

5.5.2.2 CIM_BaseMetricDefinition — Interval metrics

CIM_BasgeMetricDefinition defines metrics that are maintained for the resourCe pool and resource
consumers. Table 17 describes the requirements for using CIM_BaseMetricDefinition to define the metric
for interval metrics. These constraints are in addition to those specified-in-5.5.2.

Table 17 — Class: CIM_BaseMetricDefinition & Interval metrics

Elements Requirement Notes

Calculatable Mandatory Matches 2 (Summable)
Change[lype Mandatory Matches 4 (Gauge)
DataType Mandatory Matches 13 (uint64)
TimeScppe Mandatory. Matches 3 (Interval)

5.5.2.3 CIM_BaseMetricDefinition -£yAggregate consumption

CIM_BaseMetricDefinition defines metrics that are maintained for the resource pool and resource]
consumers. Table 18 describes the requirements for using CIM_BaseMetricDefinition to define the metric
for aggrggate consumption. These constraints are in addition to those specified in 5.5.2.

Table 18 =.€lass: CIM_BaseMetricDefinition — Aggregate consumption

Elements Requirement Notes
Calculatable Mandatory Matches 3 (Non-summable)
Change[lype Mandatory Matches 3 (Counter)
DataType Mandatory Matches 13 (uint64)
TimeScope vianaatory VIatces 3 (ITervat)
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CIM_BaseMetricValue conveys the actual defined data of a metric that has been maintained for a

resource pool or resource consumer. Table 19 defines the requirements for elements of this class.

Table 19 — Class: CIM_BaseMetricValue

Elements Requirement Notes

MetricDefinitionID Mandatory None

MetricValue Mandatory None

Duratior Optiorat Norre

TimeStgmp Optional None

Volatile Mandatory None

InstancgID Mandatory Key

BreakdqwnDimension Mandatory Matches ("CIM_ResourceRool.PoollD")
BreakddwnValue Mandatory Shall match the value of the

CIM_ResourcePqol.RaollD property for the pool

from which the résolrce was consumed

5531

CIM_BasgeMetricValue reports a metric that is defined using CIM_BaseMetricDefinition. Table 20
describef the requirements for using CIM_BaseMetricValue 6. report the metric for instantaneous
consumption. These constraints are in addition to those specified in 5.5.3.

CIM_BaseMetricValue — Instantaneous consumption

Table 20 — Class: CIM_BaseMetricValue — Instantaneous consumption

Elements Requirement Notes

Duration Mandatofy. None

Timestamp Mandatory None

Volatile Mandatory Matches TRUE
5.5.3.2 CIM_BaseMetricValue’— Interval metrics

CIM_BaseMetricValue reports:a metric that is defined using CIM_BaseMetricDefinition. Table 21
the requirements for using EIM_BaseMetricValue to report the metric for interval metrics. These

constraints are in additionto those specified in 5.5.3.

Table 21 — Class: CIM_BaseMetricValue — Interval metrics

defines

Elements Requirement Notes

Duration] Mandatory None
Timestamp Mandatory None

Volatile Mandatory Matches TRUE
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5.5.3.3 CIM_BaseMetricValue — Aggregate consumption

CIM_BaseMetricValue reports a metric that is defined using CIM_BaseMetricDefinition. Table 22 defines
the requirements for using CIM_BaseMetricValue to report the metric for aggregate consumption. These
constraints are in addition to those specified in 5.5.3.

Table 22 — Class: CIM_BaseMetricValue — Aggregate consumption

Elements Requirement Notes

Duration Mandatory None
Timestamp Mandatory None

Volatile Mandatory Matches TRUE

5.5.4 | CIM_Component

CIM_Component associates a host resource with the resource pool. Table 23 defines the requirenents
for eleménts of this class.

Table 23 — Class: CIM_Component

Elements Requirement Notes

PartComponent Mandatory Shall bé_a reference to an instance of
CIM\{ManagedElement that represents a|Host
Resource

Cardinality *

GroupCpmponent Mandatory Shall be a reference to an instance of
CIM_ResourcePool

Cardinality 0..1

5.5.5 | CIM_ConcreteJob

CIM_Conpcretedob is used to managethe results of long-running operations to manage resource pools.
Table 24 defines the requirements for elements of this class.

Table 24 — Class: CIM_ConcreteJob

Elements Requirement Notes
Elemen{Name Mandatory (pattern ".*")
InstancgID Mandatory None

JobStatg Mandatory None
De|etedn(“nmplntinn l\/lqndarnry Matches-TRUE
ErrorCode Mandatory None
ErrorDescription Mandatory None
JobStatus Mandatory None
TimeBeforeRemoval Mandatory None
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5.5.6 CIM_ElementAllocatedFromPool

CIM_ElementAllocatedFromPool is used to associate a CIM_LogicalElement that represents a virtual
resource or child pool with the CIM_ResourcePool instance from which the resource was allocated.
Table 25 defines the requirements for elements of this class.

Table 25 — Class: CIM_ElementAllocatedFromPool

Elements Requirement Notes

Antecedent Mandatory Shall be a reference to an instance of
CIM_ResourcePool
Cardinality 1

Dependpnt Mandatory Shall be a reference to an instanceef a spbclass

of CIM_LogicalElement that represents the
virtual resource or child pool

Cardinality *

5.5.7 | CIM_ElementCapabilities

CIM_ElgmentCapabilities associates a resource pool configuration seryice/to the capabilities instance
that des¢ribes the methods supported by the service. Table 26 defines.the requirements for elements of
this class.

Table 26 — Class: CIM_ElementCapabilities

Elements Requirement Notes

Capabilities Mandatory Shall be a reference to an instance of
CIM_ResourcePoolConfigurationCapabilities
Cardinality 1

ManagedElement Mandatory Shall be a reference to an instance of

CIM_ResourcePoolConfigurationService

Cardinality 1..*

5.5.8 | CIM_ElementSettingData

The CIM_ElementSettingData association shall be used to associate an instance of the CIM_SettingData
class thdt represents«aresource allocation as part of the resource allocation state with corresponding
instancep of the CIM-ResourceAllocationSettingData class that describe the same allocation element for
the virtual resource’in a different context, such as, for example, the resource allocation definition.
Table 27 defines the requirements for elements of this class.

Table 27 - Class. ClM ElnmnnthHinghata

Elements Requirement Notes

ManagedElement Mandatory Shall be a reference to an Allocation Target
Cardinality *

SettingData Mandatory Shall be a reference to an instance of
CIM_ResourceAllocationSettingData
Cardinality 1..*
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5.5.9 CIM_HostedDependency

CIM_HostedDependency associates a virtual resource with a specific host resource. Table 28 defines the
requirements for elements of this class.

Table 28 — Class: CIM_HostedDependency

Elements Requirement Notes

Antecedent Mandatory Shall be a reference to an instance of
CIM_LogicalDevice that represents a Host
Resource

Cardinality 0..1

Dependpnt Mandatory Shall be a reference to an instance-of
CIM_LogicalDevice that represents a Virtual
Resource

Cardinality 1

5.5.10 | CIM_HostedResourcePool

CIM_HogtedResourcePool associates a resource pool with a hosting system. Table 29 defines th
requirenients for elements of this class.

[

Table 29 — Class: CIM_HostedRéesourcePool

Elements Requirement Notes

Antecedent Mandatory Shall be a reference to the Host Instance
Cardinality 1

Dependgnt Mandatory Shall be a reference to the Central Instance
Cardinality 1..*

5.5.11 | CIM_HostedService

CIM_HogtedService associates alCIM_ResourcePoolConfigurationService with a host system.
Table 3( defines the requirements for elements of this class.

Table 30 — Class: CIM_HostedService

Elements Requirement Notes

Antecedent Mandatory Shall be a reference to an instance of
CIM_System

Cardinality 1

D dent Mandators Shallbe a reference-to-an-instance of
epen Y
CIM_ResourcePoolConfigurationService

Cardinality *
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CIM_LogicalDevice is used to represent a virtual resource. Table 31 defines the requirements for

elements of this class.

Table 31 — Class: CIM_LogicalDevice

Elements Requirement Notes
SystemCreationClassName Mandatory Key
SystemName Mandatory Key
Creationttassitame viardatory ey
Devicellp Mandatory Key

5.5.13 | CIM_MetricDefForME

CIM_MefricForME relates a metric to the managed element for which it was measured. Table 32

the requirements for elements of this class.

Table 32 — Class: CIM_MetricDefForME

Hefines

Elements Requirement Notes
Antecedent Mandatory Shall be“a reference to an instance of
CIM_dVlanagedElement
Cardinality 1
Dependgnt Mandatory Shall be a reference to CIM_BaseMetricDefinjition
Cardinality *
5.5.14 | CIM_MetricForME
CIM_MefricForME relates a metric to the*managed element for which it was measured. Table 33 fefines
the requjrements for elements of this class.
Table 33 — Class: CIM_MetricForME
Elements Requirement Notes
Antecedent Mandatory Shall be a reference to an instance of
CIM_ManagedElement
Cardinality 1
Dependpnt Mandatory Shall be a reference to CIM_BaseMetriclnstance

Cardinality *
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5.5.15 CIM_ResourceAllocationFromPool

CIM_ResourceAllocationFromPool is used to associate an instance of
CIM_ResourceAllocationSettingData with the CIM_ResourcePool instance from which the resource was
allocated. Table 34 defines the requirements for elements of this class.

Table 34 — Class: CIM_ResourceAllocationFromPool

Elements Requirement Notes

Antecedent Mandatory Shall be a reference to an instance of
CIM_ResourcePool class that represents a resource
pool.

Cardinality 0..1

Dependgent Mandatory Shall be a reference to an instance_of
CIM_ResourceAllocationSettingData.

Cardinality *

5.5.16 | CIM_ResourceAllocationSettingData (Resource Allocatioty)

An instance of class CIM_ResourceAllocationSettingData shall be used-torepresent a resource
allocatiop. If a virtualized resource is allocated and its CIM_LogicalDevice subclass instance is prgsent,
an instance of this class shall also be present to reflect the current virtual resource allocation settings.

Table 3§ defines the requirements for elements of this class.

Table 35 — Class: CIM_ResourceAllocatienSettingData (current settings)

Elements Requirement Notes
Address Optional None
AllocatignUnits Mandatofy None
AutomaticAllocation Optional None
AutomaficDeallocation Optional None
Connection Optional None
HostRegource[ ] Optional None
InstancgID Mandatory Opaque
IsVirtualized Optional None
Limit Optional None
MappingBehavior Conditional See 5.2.2.4 and 5.2.2.5.
OtherRgsoureeType Optional None
Parent Optional None
PoollD Mandatory None
Reservation Optional None
ResourceSubType Optional None
ResourceType Mandatory None
VirtualQuantity Optional None
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Elements

Requirement

Notes

Weight

Optional

None

5.5.17 CIM_ResourceAllocationSettingData (resource allocation request)

An instance of the CIM_ResourceAllocationSettingData class shall be used to represent a resource

allocation request. Implementations may choose to use one instance to reflect both defined and current

settings and point to references within the CIM_ElementSettingData association and the

CIM_SettingsDefineState association, respectively. Table 36 defines the requirements for elements of

this class-
Table 36 — Class: CIM_ResourceAllocationSettingData (defined settings)
Elemengs Requirement Notes
Address Optional None
AllocatignUnits Mandatory None
AutomalficAllocation Optional None
AutomaficDeallocation Optional None
Connection Optional None
HostRegource[ ] Optional None
InstancgID Mandatory Opaque
IsVirtualized Optional None
Limit Optional None
MappingBehavior Conditional See 5.2.2.4 and 5.2.2.5.
OtherRgsourceType Optional None
Parent Optional None
PoollD Qptional None
Reservdtion Optional None
ResourdgeSubType Optional None
ResourdeType Mandatory None
VirtualQuantity Optional None
Weight Optional None
5.5.18 | CIM“ResourcePool

One or more CIM_ResourcePool instances may exist on a system for any given CIM_ResourceType

instance. Table 37 defines the requirements for elements of this class.

Table 37 — Class: CIM_ResourcePool

Elements Requirement Notes

InstancelD Mandatory Opaque

PoollD Mandatory Opaque

Primordial Mandatory See 5.2.1.2.

Capacity Conditional See 5.2.1.2and 5.2.2.1.
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Elements Requirement Notes

Reserved Optional None

ResourceType Mandatory None

OtherResourceType Optional None

ResourceSubType Optional None

AllocationUnits Conditional Condition: Reserved or Capacity is implemented
ElementName Optional Pattern (".+"

5.5.19 ctvt—ResourcePootConfigurationCapabitities

All implementations shall implement this capabilities class, setting the supported properties to, reflect the
individugl CIM_ResourcePoolConfigurationService methods supported by the implementation.
Implementations of the individual service methods shall be either synchronous or asynehronous, but not
both. Sypchronous implementations may return quickly or slowly, and shall never refusn’a Job.
Asynchronous implementations shall always return quickly. If the operation is long.fuhning, the
implemeptation shall return a Job to track the operation. Table 38 defines the réquirements for el¢ments
of this clgss.

Table 38 — Class: CIM_ResourcePoolConfiguratiofCapabilities

Elements Requirement Notes
AsynchronousMethodsSupported Mandatory None
SynchrgdnousMethodsSupported Mandatory None

5.5.20 | CIM_ResourcePoolConfigurationService

The CIM_ResourcePoolConfigurationService provides for active management of Resource Pools} It
allows jobs to be started for the creation and deletion of ResourcePools as well as addition and
subtractipn of host resources from ResourcePools. Table 39 defines the requirements for the
CIM_Res$ourcePoolConfigurationService class.

Table 39 — Class: CIM_ResourcePoolConfigurationService

Elements Requirement Notes
SystemCreationClassName Mandatory None
Creatior)ClassName Mandatory None
SystemIiName Mandatory None
Name Mandatory None
CreateChildResourcePool Conditional See 5.3.1.
AddResourcesToResourcePool Conditional See 5.3.2.
RemoveResourcesFromResourcePool Conditional See 5.3.4.
DeleteResourcePool Conditional See 5.3.2.
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CIM_SettingsDefineState associates an instance of CIM_LogicalDevice that represents a virtual resource
and an instance of CIM_ResourceAllocationSettingData that represents the virtualization-specific state of
a virtual resource. Table 40 contains the requirements for elements of this class.

Table 40 — Class: CIM_SettingsDefineState

Elements

Requirement

Notes

ManagedElement

Mandatory

Key: Reference to an instance of
CIM_LogicalDevice that represents a virtual

resource
Cardinality 0..1

Setting[

ata

Mandatory

Key: Reference to an instance of
CIM_ResourceAllocationSettingData that
represents the virtualization-spegific state off
virtual resource

Cardinality 0..1

a

5.5.22

CIM_Se
Table 41

CIM_ServiceAffectsElement

viceAffectsElement associates a CIM_ResourcePool with the service used to manage it.
defines the requirements for elements of this class.

Table 41 — Class: CIM_ServiceAffectsElement

Elements Requirement Notes
AffectedElement Mandatory Shall be a reference to an instance of
CIM_ResourcePool
Cardinality *
AffectingElement Mandatery Shall be a reference to an instance of
CIM_ResourcePoolConfigurationService
Cardinality 1
5.5.23 | CIM_SystemPevice
CIM_SystemDevice associates a resource with the system to which it belongs. Table 42 defines the

requiren

ents for elements of this class.

Table 42 — Class: CIM_SystemDevice

Elements Reguirement Notes

GroupComponent Mandatory Shall be a reference to an instance of CIM_System
Cardinality 1

PartComponent Mandatory Shall be a reference to an instance of

CIM_LogicalDevice that represents a Resource

Cardinality *
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6 System Virtualization Profile

Profile Name: System Virtualization

Version:

1.0.0

Organization: DMTF
CIM Schema Version: 2.22
Central Class: CIM_System
Scoping Class: CIM_System

The Sys
represer
extends
12.

tation of host systems. It identifies component profiles that address the allocation of reso
the object model for the representation of virtual systems and virtual resources defined in

for the
urces. It
clause

The cenfral instance and the scoping instance of the System Virtualization Profile shall be an instance of

the CIM,

Table 43
be used

| System class that represents a host system.

lists DMTF management profiles that the profile described in this clause depends on, or
in the context of the profile described in this clause.

Table 43 — Related profiles for the System Virtuatlization Profile

that may

Profile name Organization | Version |Relationship _|Bescription
Profile Rdgistrati DMTF 1.0 Mandatory, The DMTF management profile that dle-
rofte ~ggistration scribes the registration of DMTF
management profiles; see 6.2.2.

Virtual Sylstem DMTF 1.0 Mandatory The autonomous DMTF management profile
(see clause 12) that specifies the mirfimum
object model needed for the inspectign and
basic manipulation of a virtual systeny; see
6.2.3.

Processo[ Resource DMTF 1.0 Conditional The component DMTF management profile

Virtualization (see clause 8) that specifies the allocation of
processor resources; see 6.2.2.2.

Memory Resource DMTF 1.0 Conditional The component DMTF management profile

Virtualization (see clause 9) that specifies the allocation of
memory resources; see 6.2.2.2.

Generic Jevice-Resource |DMTF 1.0 Conditional The component DMTF management profile

Virtualiza

ion

(see clause 13) that specifies the allg

cation

of generic resources; see 6.2.2.2.

6.1 Description

This subclause contains informative text only.

The profile described in this clause defines a top-level object model for the inspection and control of
system virtualization facilities provided by host systems. It supports the following range of functions:

the detection of host systems that provide system virtualization facilities
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the discovery of scoped host resources

the discovery of scoped resource pools

the inspection of host system capabilities for

— the creation and manipulation of virtual systems
— the allocation of resources of various types

the inspection of resource pool capabilities

the discovery of hosted virtual systems

6.1.1

needs t
indepen

A cIientCIrat is exploiting system virtualization facilities specified by the profile described in this cla

The profi

Figure 7

the inspection of relationships between host entities (host systems, host resources, an
source pools) and virtual entities (virtual systems and virtual resources)

the creation and manipulation of virtual systems using input configurations, predefined
configurations available at the host system, or both

the creation and manipulation of snapshots that capture the configuration.and state of a
system at a particular point in time

Profile relationships

virtual

use

be virtualization aware. The specified model keeps that knowledge at an abstract level that is

ent of a particular system virtualization platform implengentation or technology.

le described in this clause complements the VirtualkSystem Profile described in clause 1

The profile described in this clause focuses onwirtualization aspects related to host sys
and their resources, such as modeling the relationships between host resources and vir
sources. Further it addresses virtualization-specific tasks such as the creation or modifi
virtual systems and their configurations;

The Virtual System Profile describedin clause 12 defines a top-level object model for th
inspection and basic operation.of virtual systems. It is a specialization of DSP1052 that
a management interface for general-purpose computer systems. Consequently, the inte|
specified for the basic inspection and operation of virtual systems is conformant with tha
fied for real systems. A ¢lient that is exploiting capabilities specified by DSP1052 with re
virtual systems that are instrument conformant with the Virtual System Profile (describe
clause 12) can inherently handle virtual systems like real systems without being virtualiz
aware.

shows the structure of DMTF management profiles related to system virtualization.

A

ems
fual re-
ation of

e
defines
rface

t speci-
spect to
1 in
ation
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Figure 7 — Profiles related to system virtualization
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For example, an implementation that instruments a virtualization platform may implement some of the fol-

lowing D

MTF management profiles:

The System Virtualization Profile

This profile enables the inspection of host systems, their resources, their capabilities, and their

services for creation and manipulation of virtual systems.

The Virtual System Profile described in clause 12

The Virtual System Profile enables the inspection of and basic operations on virtual systems.

Resource-type-specific profiles

6.1.2

Figure 8
are sped
relations|
diagram

Resource-type-specific profiles enable the inspection and operation of resources for ong
particular resource type. They apply to both virtual and host resources; they do not.cove

virtualization-specific aspects of resources. A client may exploit resource-type-specific profiles

for the inspection and manipulation of virtual and host resources in a similar manner.

Resource allocation profiles

Resource allocation profiles enable the inspection and managementof resource allocatfon re-

P

quests, allocated resources, and resources available for allocation{Resource allocation|profiles

are based on the Resource Allocation Profile described in clause'5-and on Allocation

Capabilities Profile described in clause 7. Resource allocation profiles are scoped by the profile

described in this clause. A client may exploit resource allogation profiles for the inspectipn of

— allocated resources

— allocation dependencies that virtual resources-have on host resources and resourde pools

—  capabilities that describe possible values for.allocation requests
— capabilities that describe the mutabilitycef resource allocations

For some resource types, specific resource allocation profiles are specified that address

source-type-specific resource allocation aspects and capabilities. Examples are the Progessor

Resource Virtualization Profile described in clause 8 and the Storage Resource Virtualization

Profile described in clause 10.

The management of the allocation of basic virtual resources that are not covered by a ré¢source-

type-specific resource altogation profile is specified in the Generic Device Resource
Virtualization Profile described in clause 13.

System virtualization class schema

shows the cemplete class schema of the profile described in this clause. It outlines elemgnts that

ified or spécialized by the profile described in this clause, as well as the dependency

hips between elements of the profile described in this clause and other profiles. For simplicity in

5, the-prefix CIM_ has been removed from class and association names.
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The Resource Allocation Profile specifies the use of the following classes and associations:

the CIM_RegisteredProfile class and the CIM_ElementConformsToProfile association for the

advertisement of conformance to this profile

the CIM_ReferencedProfile association for the representation of a scoping relationship between

the profile described in this clause and scoped DMTF management profiles

the CIM_System class for the representation of host systems

the CIM_HostedDependency association for the representation of the hosting relationship be-

tween a host system and hosted virtual systems

management services available at a host system, providing operations like the creation
modification of virtual systems and their components

the CIM_HostedService association for the representation of the relationship-between a
system and services that it provides

the CIM_VirtualSystemManagementCapabilities class for the representation of optional
tures, properties, and methods available for the management of virtual’systems hosted
host system

the CIM_ElementCapabilities association for the representation of the relationship betw
host system, a virtual system or a service, and their respective capabilities

the CIM_ServiceAffectsElement association for the representation of the relationship be
defined services and affected elements like virtual systems or virtual system snapshots

the CIM_VirtualSystemSettingData class for thetepresentation of snapshots (in additior
use of that class for the representation of virtual-aspects of a virtual system as specified
Virtual System Profile described in clause 12)

the CIM_VirtualSystemSnapshotService, class for the representation of snapshot-relateq
vices available at a host system

the CIM_VirtualSystemSnapshotServiceCapabilities class for the representation of optid
tures, properties, and methods_available for the management of snapshots of virtual sys

the CIM_VirtualSystemSnapshotCapabilities class for the representation of optional fea
properties, and methods available for the management of snapshots relating to one par
virtual system

the CIM_SnapshotOfVirtualSystem association for the representation of the relationship
tween a snapshot of a virtual system and the virtual system itself

the CIM~Dependency association for dependencies among virtual system snapshots

the, €CIM_LastAppliedSnapshot association for the representation of the relationship bety
viftual system and the snapshot that was most recently applied to it

the CIIVI_UlitualSystemIVIanagemenESerwce class for the representation of virtual systeiln

and

host

fea-
by a

een a

tween

to the
by the

ser-
nal fea-
tems
ures,

icular

be-

veen a

between a virtual system and the snapshot that is the most current snapshot in a seque
snapshots captured from the virtual system

fonship

nce of

the CIM_ConcreteJob class and the CIM_AffectedJobElement association to model a mecha-

nism that allows tracking of asynchronous tasks resulting from operations such as the o
CreateSystem( ) method of the CIM_VirtualSystemManagementService class

ptional

In general, any mention of a class in this document means the class itself or its subclasses. For example,
a statement such as "an instance of the CIM_LogicalDevice class" implies an instance of the CIM_Logi-
calDevice class or a subclass of the CIM_LogicalDevice class.
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6.1.3  Virtual system configurations

The profile described in this clause extends the use of virtual system configurations. The Virtual System
Profile described in clause 12 defines a virtual system configuration as one top-level instance of the
CIM_VirtualSystemSettingData class that aggregates zero or more instances of the CIM_ResourceAlloca-
tionSettingData class through the CIM_VirtualSystemSettingDataComponent association.

The Virtual System Profile described in clause 12 defines the concept of virtual system configurations and
applies it to the following types of virtual system configurations:

o the "State" virtual system configuration, which represents a virtualization-specific state that ex-
tends a virtual system representation

o | the "Defined" virtual system configuration, which represents virtual system definitions

e | the "Next" virtual system configuration, which represents the virtual system configuration that
will be used for the next activation of a virtual system

The prof{le described in this clause applies the concept of virtual system configurations and defings the
following additional types of virtual system configurations:

e | the "Input" virtual system configuration, which represents configuration information for new vir-
tual systems

o | the "Reference" virtual system configuration, which represents‘configuration information that
complements an "Input" virtual system configuration for amew virtual system

o | the "Snapshot" virtual system configuration, which represents snapshots of virtual systems

6.1.4 Resource allocation

An allocated resource is a resource subset or resource’share that is allocated from a resource popl. An
allocated resource is obtained based on a resource-allocation request. Both allocated resources and
resourcq allocation requests are represented threugh instances of the
CIM_RegourceAllocationSettingData class.

A virtual resource or a comprehensive setof virtual resources is the representation of an allocated re-
source. fFor example, a set of virtual processors represent an allocated processor resource.

Resourck allocation is the process-of obtaining an allocated resource based on a resource allocation re-
quest. The profile described in‘this clause distinguishes two types of resource allocation:

. Persistent Resouree Allocation

Persistent resource allocation occurs while virtual resources are defined and supporting re-
sources.are-persistently allocated from a resource pool.

° Transient Resource Allocation

Jransient resource allocation occurs as virtual resources are instantiated and supporting re-
----- i i Heti he-vir eseurce in-

stance.

EXAMPLE 1: Persistent Resource Allocation: File-based virtual disk

A host file is persistently allocated as the virtual disk is defined. The file remains persistently allocated
while the virtual disk remains defined even while the virtual system is not instantiated.

EXAMPLE 2: Transient Resource Allocation: Host memory

A contiguous chunk of host memory is temporarily allocated to support virtual memory as the scoping vir-
tual system is instantiated. The memory chunk remains allocated for the time that the virtual system
remains instantiated.
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EXAMPLE 3: Transient Resource Allocation: 1/0 bandwidth

An 1/0 bandwidth is temporarily allocated as the scoping virtual system is instantiated. The 1/O bandwidth
remains allocated only while the virtual system remains instantiated.

It is a normal situation that within one implementation large numbers of virtual systems are defined such
that obtaining the sum of all resource allocation requests would overcommit the implementation’s capabili-
ties. Nevertheless, the implementation is able support virtual systems or resources in performing their
tasks if it ensures that only a subset of such virtual systems or resources is active at a time that the sum
of their allocated resources remains within the implementation’s capabilities.

6.1.5 Snapshots

A snapshot is a reproduction of the virtual system as it was at a particular point in the past. A snapshot
contains|configuration information and may contain state information of the virtual system and its
resourcegs, such as the content of virtual memory or the content of virtual disks. A snapshoét'€an b¢ applied
back intg the virtual system any time, reproducing a situation that existed when the snapshot was|cap-

tured.

pts that

capture {he virtual system’s disks only, or both. Further, an implementation.may impose restrictior}s on the
virtual syfstem state of the source virtual system—for example, supportingthe capturing of snapshots only
gh spe-

or-

The prof{le described in this clause specifies mechanisms)for the creation, application, and destryction of
snapshols. It specifies a snapshot model that enables-the inspection of snapshot-related configuration
aptured.

The prof{le described in this clause specifies-mechanisms that enable the inspection of configuratjon
does
not specjfy mechanisms for the inspection of the content that was captured in a snapshot, such a$ raw

This sublause details the requirements related to classes and their properties for implementations of the
profile dgscribed in thisiclause. The CIM Schema descriptions for any referenced element and its|sub-

es can

Where refere f W i f fS"horma-
tive and the descriptive text following it in parentheses is mformatlonal For example in the statement "If
an instance of the CIM_VirtualSystemManagementCapabilities class contains the value

3 (DestroySystemSupported) in an element of the SynchronousMethodsSupported[ ] array property," the
value "3" is normative text and "(DestroySystemSupported)” is informational text.

6.2.1 Host system

The CIM_System class shall be used for the representation of host systems. There shall be one instance
of the CIM_System class for each host system that is managed conformant to the profile described in this
clause.
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6.2.2

Profile registration

DSP1033 describes how an implementation of a profile shall advertise that a profile is implemented.

6.2.2.1

The impl

The System Virtualization Profile

ementation of the profile described in this clause shall be indicated by an instance of the

CIM_RegisteredProfile class in the CIM Interop hamespace. Each instance of the CIM_System class that
represents a host system that is manageable through the profile described in this clause shall be a central

instance

of the profile described in this clause by associating it with the instance of the

CIM_RegisteredProfile class through an instance of the CIM_ElementConformsToProfile association.

6.2.2.2

An implg
allocatio

management profiles.

The sup
stance 0
ce—alloc
class thg
CIM_Re

Resourc
clause 5

management profiles that are scoped by the profile described in this clause are listed in Table 43,

with the

Scoped resource allocation profiles

mentation of the profile described in this clause may indicate that it is capable of represe
n of resources to support virtual resources by implementing scoped resource-allocation O

bort of scoped resource-allocation profiles is conditional with respect te-the presence of 4
f the CIM_RegisteredProfile class in the Interop namespace that repfesents the scoped r
btion profile implementation and is associated with the instance of the’CIM_RegisteredPr|
t represents an implementation of the profile described in this elause through an instance
erencedProfile association.

and the Allocation Capabilities Profile (see clause 73, The resource-allocation DMTF

Processor Resource Virtualization Profile described in clause 8.

An implg
sources

For any
conditiorn

mentation that provides conditional support-fer inspecting and managing the allocation o

If a resource-type-specific resource-allocation DMTF management profile is specified fo
source type, that profile should be implemented.

If no resource-type-specific resource-allocation DMTF management profile exists at ver:
or later, the Generic Device'Resource Virtualization Profile described in clause 13 shou
implemented.

mplementation of aseoped-resource-allocation DMTF management profile, all of the foll
s shall be met:

profile described in this clause and the instance of the CIM_RegisteredProfile class that
represenis the implementation of the scoped resource-allocation DMTF management p
shall be associated through an instance of the CIM_ReferencedProfile association.

b-allocation DMTF management profiles are based on the Resource Allocation Profile (s¢e

nting the
MTF

n in-
Bsour-
Dfile
of the

starting

re-

pf one particular resource type shall apply one of the following implementation approachgs:

r that re-

sion 1.0
d be

bwing

The instance'of the CIM_RegisteredProfile class that represents the implementation of {he

ofile

met:

Ohe of the following conditions regarding profile implementation advertisement shall be

—  Central Class Profile Implementation Advertisement:
Instances of the CIM_ElementConformsToProfile association shall associate each
of the CIM_ResourcePool class that is a central instance of the scoped-resource-a

instance
llocation

DMTF management profile with the instance of the CIM_RegisteredProfile class that repre-
sents an implementation of the scoped-resource-allocation DMTF management profile.

—  Scoping Class Profile Implementation Advertisement:

No instances of the CIM_ElementConformsToProfile association shall associate any in-
stance of the CIM_ResourcePool class that is a central instance of the scoped-resource-

allocation DMTF management profile with the instance of the CIM_RegisteredProfi

le class
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that represents an implementation of the scoped-resource-allocation DMTF management
profile.

6.2.3 Representation of hosted virtual systems

The profile described in this clause strengthens the requirements for the representation of virtual system
configurations specified by the Virtual System Profile described in clause 12 for hosted virtual systems.

6.2.3.1 Profile conformance for hosted virtual systems

Any virtual system that is hosted by a conformant host system shall be represented by an instance of the

CIM_COWWWﬁEﬁWWWMﬂWPWWU%
12. That|instance shall be associated with the instance of the CIM_System class that represents‘the

conformant host system through an instance of the CIM_HostedDependency association.

6.2.3.2 CIM_VirtualSystemSettingData.VirtualSystemType property

The value of the VirtualSystemType property shall be equal to an element of the
VirtualSystemTypesSupported[ ] array property in the instance of the
CIM_ViquaISystemManagementCapabiIitieS class that is associated with the.instance of the
CIM_VirfualSystemManagementService class that represents the host system, or shall be NULL if the
value of fhe VirtualSystemTypesSupported[ ] array property is NULL (s€e6.2.4.2).

6.2.4 | Virtual system management capabilities

This subglause models capabilities of virtual system management in terms of the
CIM_VirfualSystemManagementCapabilities class.

6.2.4.1 CIM_VirtualSystemManagementCapabilities class

An instance of the CIM_VirtualSystemManagementCapabilities class shall be used to represent the virtual
system management capabilities of a host systém. That instance shall be associated with the instance of
the CIM|System class that represents the host system through the CIM_ElementCapabilities asspciation.

6.2.4.2 CIM_VirtualSystemManagementCapabilities.VirtualSystemTypesSupported[ ] afray
property

The implementation of the VirtualSystemTypesSupported| ] array property is optional. The
VirtualSystemTypesSupported[ ] array property should be implemented.

If the VirfualSystemTypesSupported| ] array property is implemented, the provisions in this subclduse
apply.

Array values shall-designate the set of supported virtual system types. If the
VirtualSystemTypesSupported[ ] array property is not implemented (has a value of NULL), the
implemeptation does not externalize the set of implemented virtual system types, but internally stijl may

eXhibit d ffclcl It typUD Uf vil‘ll.ua: OyDtUIIIO.

6.2.4.3 CIM_VirtualSystemManagementCapabilities.SynchronousMethodsSupported[ ] array
property

The implementation of the SynchronousMethodsSupported[ ] array property is optional. The
SynchronousMethodsSupported] ] array property should be implemented.

If the SynchronousMethodsSupported[ ] array property is implemented, the provisions in this subclause
apply.
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Array values shall designate the set of methods of the CIM_VirtualSystemManagementService class that
are implemented with synchronous behavior only. A NULL value or an empty value set shall be used to
indicate that no methods are implemented with synchronous behavior. If a method is designated within
the value set of the SynchronousMethodsSupported[ ] property, that method shall always exhibit
synchronous behavior and shall not be designated within the value set of the
AsynchronousMethodsSupported[ ] property.

6.2.4.4 CIM_VirtualSystemManagementCapabilities.AsynchronousMethodsSupported[ ] array
property

The implementation of the AsynchronousMethodsSupported| ] array property is optional. The
AsynchrpnousivtethodsSupported] T array property shoufdbe fmplemented:

If the AsynchronousMethodsSupported][ ] array property is implemented, the provisions in this, sulclause
apply.

Array values shall designate the set of methods of the CIM_VirtualSystemManagementService class that
are implémented with synchronous and potentially with asynchronous behavior. ANULL value or gn
empty vdlue set shall be used to indicate that no methods are implemented with asynchronous bghavior.
If a method is designated with a value in the AsynchronousMethodsSupported| T array property, itjmay

show either synchronous or asynchronous behavior.

6.2.4.5 CIM_VirtualSystemManagementCapabilities.IndicationsSupported[ ] array propgrty

The implementation of the IndicationsSupported| ] array property.is optional. The IndicationsSupported]| ]
array prqperty should be implemented.

If the IndicationsSupported[ ] array property is implemented; the provisions in this subclause apply.

Array values shall designate the set of types of indications that are implemented. A NULL value of an
empty value set shall be used to indicate that indications are not implemented.

6.2.4.6 Grouping Rules for implementations of methods of the
CIM_VirtualSystemManagementService class

The groyping rules specified in this subelause shall be applied for implementations of methods of|the
CIM_VirfualSystemManagementSeryvice class. Within a group either all methods or no method at all shall
be implemented; nevertheless synchronous and asynchronous behavior may be mixed.

6.2.4.6.1 Virtual system definition and destruction

If virtual pystem definition and destruction are implemented, the DefineSystem( ) and DestroySysfem( )
methods| of the CIM \irtualSystemManagementService class shall be implemented, and the valugs

2 (DefingSystemSupported) and 3 (DestroySystemSupported) shall be set in the
SynchropousMethodsSupported[ ] or AsynchronousMethodsSupported[ ] array properties within the
instance|of/the/CIM_VirtualSystemManagementCapabilities class that describes capabilities of th¢ imple-
mentatiop.

If virtual system definition and destruction are not implemented, the values 2 (DefineSystemSupported)
and 3 (DestroySystemSupported) shall not be set in the SynchronousMethodsSupported[ ] or
AsynchronousMethodsSupported[ ] array properties of the instance of the
CIM_VirtualSystemManagementCapabilities class that describes the virtual system management capabili-
ties of the host system.
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6.2.4.6.2 Virtual resource addition and removal

If the addition and removal of virtual resources to or from virtual systems are implemented, the
AddResourceSettings( ) and RemoveResourceSettings( ) methods of the
CIM_VirtualSystemManagementService class shall be implemented, and the values

1 (AddResourceSettingsSupported) and 7 (RemoveResourceSettingsSupported) shall be set in the
SynchronousMethodsSupported[ ] or AsynchronousMethodsSupported[ ] array properties of the instance
of the CIM_VirtualSystemManagementCapabilities class that describes the virtual system management
capabilities of the host system.

If the addition and removal of virtual resources to V|rtual systems |s not |mplemented the values

of the CIM_VirtualSystemManagementCapabilities class that describes the virtual system managément

If the madification of virtual systems and virtual resources is implemented, the ModifyResourceSdttings( )
and ModifySystemSettings( ) methods of the CIM_VirtualSystemManagementService class shall be
implemepted, and the values 5 (ModifyResourceSettingsSupported) and

6 (ModifySystemSettingsSupported) shall be set in the SynchronousMethodsSupported[ ] or
AsynchrpnousMethodsSupported| ] array properties of the instance pof\the
CIM_VirfualSystemManagementCapabilities class that describes the virtual system management|capabili-
ties of the host system.

If the madification of virtual systems and virtual resources is\not implemented, the values
5 (ModifyResourceSettingsSupported) and 6 (ModifySystemSettingsSupported) shall not be set in the
SynchropousMethodsSupported[ ] or AsynchronousMethodsSupported[ ] array properties of the ipstance
of the CIM_VirtualSystemManagementCapabilities class that describes the virtual system managgment
capabilities of the host system.

6.2.5 | Virtual system definition and-modification

The proffle described in this clause specifies methods for the definition and modification of virtual
systems| These method specifications-use the CIM_VirtualSystemSettingData class for the
parameterization of system-specific properties. Subsequent subclauses specify:

e | how a client shall prepare instances of the CIM_VirtualSystemSettingData class that ar¢ used
as a parameter for a'method that defines or modifies a virtual system

¢ | how an implemeéentation shall interpret instances of the CIM_VirtualSystemSettingData cjass that
are used g@s a parameter for a method that defines or modifies a virtual system

Definition requestsfor virtual systems are modeled through the

CIM_VirfualSystemManagementService.DefineSystem( ) method, and modification requests for vjrtual
system properties are modeled through the
CIM_Vi : :

6.2.5.1 CIM_VirtualSystemSettingData.InstancelD property

A client shall set the value of the InstancelD property to NULL if the instance of the
CIM_VirtualSystemSettingData class is created locally. A client shall not modify the value of the
InstancelD property in an instance of the CIM_VirtualSystemSettingData class that was received from an
implementation and is sent back to the implementation as a parameter of a modification method.

The structure of the value of the InstancelD property is implementation specific. A client shall treat the
value as an opaque entity and shall not depend on the internal structure of the value.
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An implementation shall use a non-NULL value to identify an existing instance of the
CIM_VirtualSystemSettingData class. If the value does not identify an instance of the
CIM_VirtualSystemSettingData class, an implementation shall return a return code that indicates an inva-
lid parameter (see 6.3.2.4.3).

6.2.5.2 CIM_VirtualSystemSettingData.ElementName property
The implementation of the ElementName property is optional.

If the ElementName property is implemented for virtual system definition and modification, the provisions
in this subclause apply.

A client may set the value of the ElementName property to assign a user-friendly name to a virtugl sys-
tem.

In definijon and modification requests, an implementation shall use the value of the ElementNamg prop-
erty to agsign a user-friendly name to the new virtual system. The user-friendly name-does not haje to be
unique within the set of virtual systems that are defined at the host system.

If the imIIementation supports modification requests that affect the value of the ElementName prgperty,
the implg@mentation shall support the CIM_EnabledLogicalElementCapabilities-Class for virtual sydtems as
specified in DSP1052.

6.2.5.3 CIM_VirtualSystemSettingData.VirtualSystemldentifier property
The implementation of the VirtualSystemldentifier property is optional.

If the VirfualSystemldentifier property is implemented for virtual system definition and modificatior], the
provisions in this subclause apply.

A client ghould set the value of the VirtualSystemldéntifier property to explicitly request an identifi¢r for the
new virtyal system. A client may set the value of the VirtualSystemldentifier property to NULL.

An implgmentation shall use the value of theVirtualSystemldentifier property to assign an identifigr to the
new virtyal system. If the value of the VirtualSystemldentifier property is NULL, the value of the
VirtualSystemldentifier property for the.hew virtual system is unspecified (implementation dependgnt).

Some inmplementations may accept an implementation-dependent pattern that controls the assignment of
a value tp the VirtualSystemldentifier property. For example, an implementation might interpret a fegular

expressipn like ""VM\d{1,6}\s":10 assign a value to the VirtualSystemldentifier property that starts with the
letters "YM" and is followed-by at least one and not more than six digits.

6.2.5.4 CIM_VirtualSystemSettingData.VirtualSystemType property
The implementation of the VirtualSystemType property is optional.

If the VirualSystemType property is implemented for virtual system definition and modification, the
provisior s in this subclause nprl'_\ly

\

A client may set the value of the VirtualSystemType property to explicitly request a virtual system type for
the new virtual system. A client may set the value of the VirtualSystemType property to NULL, requesting
the implementation to assign a virtual system type according to rules specified in this subclause. If
requesting a value other than NULL, the client should determine the list of valid system types in advance
(see 6.4.2.7).

An implementation shall use the value of the VirtualSystemType property to assign a type to the new vir-
tual system. If the value of the VirtualSystemType property is NULL, the implementation shall assign a
virtual system type in an implementation-dependent way. If the requested virtual system type is not sup-
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ported, an implementation shall fail the method execution with an error code of 4 (Method execution failed
because invalid parameters were specified by the client).

6.2.6 Virtual resource definition and modification

The profile described in this clause specifies how to define and modify virtual resources using methods of
the virtual system management service. In these method specifications, the
CIM_ResourceAllocationSettingData class is used for parameterization of resource allocation specific
properties. For specifications that define the use of the CIM_ResourceAllocationSettingData class, see
the Resource Allocation Profile (clause 5), the Allocation Capabilities Profile (clause 7), and profiles that
specialize these (for example, the Generic Device Resource Virtualization Profile described in clause 13).
The Respurce Allocation Profile (clause 5) describes the use of the CIM_ResourceAllocationsettihgData
class, and the Allocation Capabilities Profile (clause 7) introduces the concept of allowing a client|to
determirje the acceptable value sets for values of properties of the CIM_ResourceAllocationSettingData
class in Yirtual resource definition and modification requests.

6.2.7 | Virtual system snapshots

This subflause models the representation and manipulation of snapshots of yittual systems.
The implementation of virtual system snapshots is optional.

If virtual pystem snapshots are implemented, the provisions in this subecfause apply.
6.2.7.1.1 Virtual system snapshot service and capabilities

This subflause models elements of virtual system snapshot'management in terms of the
CIM_VirlualSystemSnapshotService class and the CIM, VirtualSystemSnapshotServiceCapabilities class.

6.2.7.1.2 Virtual system snapshots

The implementation of virtual system snapshots-is*optional.

If virtual pystem snapshots are implemented, the provisions in this subclause apply.
The implementation includes the creation, destruction, and application of virtual system snapshots.

If virtual pystem snapshots are implemented, the following conditions shall be met:

¢ | the CIM_VirtualSystemSnapshotService class shall be implemented and the following mpethods
shall be implemented:

—  CreateSnapshot( ), for at least one type of snapshot
—  DestroySnapshot( )
— ~ApplySnapshot()

e | There shall be exactly one instance of the CIM_VirtualSystemSnapshotService class associated
tothecentratmstance of theprofitedescribedmrthis clause throughtramimstanceof the
CIM_HostedService association.

If virtual system snapshots are not implemented, the CIM_VirtualSystemSnapshotService class shall not
be implemented.

6.2.7.1.3 CIM_VirtualSystemSnapshotServiceCapabilities class
The provisions in this subclause are conditional.

Condition: Virtual system snapshots are implemented; see 6.2.7.1.2.
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If the CIM_VirtualSystemSnapshotServiceCapabilities class is implemented, the provisions in this
subclause apply.

An instance of the CIM_VirtualSystemSnapshotServiceCapabilities class shall be used to represent the
capabilities of the virtual system snapshot service of a host system. The instance shall be associated with
the instance of the CIM_VirtualSystemSnapshotService class that represents the virtual system snapshot
service through the CIM_ElementCapabilities association.

In the instance of the CIM_VirtualSystemSnapshotServiceCapabilities class that describes virtual system
shapshot service, all of the following values shall be set in either the SynchronousMethodsSupported| ]
array property or the AsynchronousMethodsSupported[ ] array property:

e | 2 (CreateSnapshotSupported)
o | 3 (DestroySnapshotSupported)
e | 4 (ApplySnapshotSupported)

The implementation of the SynchronousMethodsSupported[ ] array property is conditional with regpect to
at least ¢ne of the snapshot methods being implemented with synchronous behavior. ANULL valge or an
empty vdlue set shall be used to indicate that no methods are implemented with.synchronous behavior. If
a method is designated within the value set of the SynchronousMethodsSupported[ ] property, th3
method $hall always exhibit synchronous behavior and shall not be designated within the value s¢t of the
AsynchrpnousMethodsSupported[ ] property.

—

The implementation of the AsynchronousMethodsSupported[ ] array-property is conditional with rgspect to
at least ¢ne of the snapshot methods being implemented withcaynchronous behavior. A NULL valyie or an
empty vdlue set shall be used to indicate that no methods afe implemented with asynchronous bghavior.

Furtherntre SnapshotTypesSupported[ ] array property shall have a non-NULL value and contain at least
one element. Each element of the SnapshotTypesSupported[ ] array property shall designate one|sup-
ported type of snapshot.

6.2.7.2 Virtual system snapshot representation

The proyisions in this subclause are conditional.

Conditiop: Virtual system snapshaots-are implemented; see 6.2.7.1.2.
If the regresentation of virtual system snapshots is implemented, the provisions in this subclause gapply.

Snapshdts of virtual systems’/shall be represented by instances of the CIM_VirtualSystemSettingata
class. Edqch such instance-shall be associated with the instance of the CIM_ComputerSystem clags that
represerjts the virtual'system that was the source of the snapshot through an instance of the
CIM_SnapshotOf¥irtualSystem association.

6.2.7.3 Designation of the last applied snapshot

=t H H bhal it al

The rovistens—s thic cubolalica ora oo itio s
p TSTOTTS T OIS SuotrausStarc-ooraraoTrar:

Condition: Virtual system snapshots are implemented; see 6.2.7.1.2.
If the designation of the last applied snapshot is implemented, the provisions in this subclause apply.

If a snapshot was applied to a virtual system, an instance of the CIM_LastAppliedSnapshot association
shall connect the instance of the CIM_ComputerSystem class that represents the virtual system and the
instance of the CIM_VirtualSystemSettingData class that represents the snapshot. The association
instance shall be actualized as different snapshots are applied.
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6.2.7.4 Designation of the most current snapshot in branch
The implementation of the representation the most current snapshot in a branch is conditional.
Condition: Virtual system snapshots are implemented; see 6.2.7.1.2.

If the designation of the most current snapshot in a branch is implemented, the provisions in this
subclause apply.

A branch of snapshots taken from a virtual system is started in one of two ways:

e Avvirtual system snapshot is applied to a virtual system.

In this case, the virtual system snapshot becomes the most current snapshot of a newly| started
branch.

e | Avirtual system snapshot is captured from a virtual system.

In this case, the virtual system snapshot becomes the most current snapshot’in the branch. If no
branch exists, a new branch is created.

6.2.7.5 Virtual system snapshot capabilities
The proyisions in this subclause are optional.
If virtual pystem snapshot capabilities are implemented, the provisions in this subclause apply.

This subflause models snapshot related capabilities of a virtuaksystem in terms of the
CIM_VirfualSystemSnapshotCapabilities class.

6.2.7.5.1 CIM_VirtualSystemSnapshotCapabilities:SnapshotTypesEnabled[ ] array property

An implgmentation shall use the SnapshotTypesEnabled[ ] array property to convey information apout the
enablemient of snapshot types The value set of the SnapshotTypesEnabled[ ] array property shall{desig-
nate thoge snapshot types that are presently ehabled (that is, may be invoked by a client).

NOTE |Elements may be added and remoyed,from the array property as respective snapshot types are enabled for
the virtua| system; the conditions for such changes are implementation specific.
6.2.7.5.2 CIM_VirtualSystentSrrapshotCapabilities.GuestOSNotificationEnabled propenty
The implementation of the GuestOSNotificationEnabled property is optional.

If the GuestOSNotificatioNEnabled property is implemented, the provisions in this subclause apply.

An implgmentation may use the GuestOSNotificationEnabled property to convey information aboyt the
capability of the guest operating system that is running within a virtual system to receive notificatipns
about arnj imminent'snapshot operation. The behavior of the guest operating system in response tp such a
notificatipn js.implementation dependent. For example, the guest operating system may temporarjly sus-
pend opegrations on virtual resources that might interfere with the snapshot operation.

6.3 Methods

This subclause defines extrinsic methods and profile conventions for intrinsic methods. The specifications
provided in this subclause apply in addition to the descriptions provided in the CIM Schema.

6.3.1 General behavior of extrinsic methods

This subclause models behavior applicable to all extrinsic methods that are specified in the profile
described in this clause.
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6.3.1.1

Resource allocation requests

Some methods specify the ResourceSettings[ ] array parameter. If set to a value other than NULL, each
element of the ResourceSettings[ ] array parameter shall contain an embedded instance of the CIM_Re-
sourceAllocationSettingData class that describes a resource allocation request for a virtual resource or

coherent set of virtual resources.

The use of the CIM_ResourceAllocationSettingData class as input for operations is specified in the
Resource Allocation Profile (see clause 5).

One instance of the CIM_ResourceAllocationSettingData class may affect one virtual resource or a coher-
ent set of vi i i i

the valug of the ResourceType property set to 3

rﬂmmﬂwwmmw t has
(Processor) and the value of the VirtualQuantity, property
set to 2 fequests the allocation of two virtual processors.
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pnous execution of a method succeeds, the implementation shall set a return value of
eted with No Error).

cific return code as specified with the respective method.

od is executed as an asynchronous task)the implementation shall perform all of the follo

Set a return value of 4096 (Job, Started).

Set the value of the Job output-parameter to refer to an instance of the CIM_ConcreteJg
that represents the asynchronous task.

Set the values of the.JobState and TimeOflLastStateChange properties in that instance f
sent the state and-last state change time of the asynchronous task.

thod execution as an asynchronous task succeeds, the implementation shall perform all
actions:

Set\the value of the JobState property to 7 (Completed).

n, the implementation may present state change indications as task state changes occui,

more resources are not available, or not completely available, during the execution of a method

the
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pnous execution of a method fails, the implementation shall set a return value of 2 (Failedl) or a
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—  The value of the AffectedElement property shall refer to the object that represents the top-
level entity that was created or modified by the asynchronous task. For example, for the
DefineSystem( ) method, this is an instance of the CIM_ComputerSystem class, and for
the CreateSnapshot( ) method, this is an instance of the CIM_VirtualSystemSettingData

class that represents a snapshot of a virtual system.

—  The value of the AffectingElement property shall refer to the instance of the
CIM_Concretedob class that represents the completed asynchronous task.
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—  The value of the first element in the ElementEffects| ] array property (ElementEffects[0])

shall be set to 5 (Create) for the DefineSystem( ) or CreateSnapshot( ) methods. Other-
wise, this value shall be 0 (Unknown).

If the method execution as an asynchronous task fails, the implementation shall set the value of the
JobState property to 9 (Killed) or 10 (Exception).

6.3.1.3 Asynchronous processing

An implementation may support asynchronous processing of some methods specified in the
CIM_VirtualSystemManagementService class.

6.3.1.3.1 General requirements

All of thg following conditions shall be met:

e | Elements that convey information about which methods of the
CIM_VirtualSystemManagementService class are implemented for asynehronous execytion
within an implementation are modeled in 6.2.4.4.

¢ | Elements that convey information about which methods of the
CIM_VirtualSystemSnapshotService class are implemented for-asynchronous execution within
an implementation are modeled in 6.2.7.1.2.

¢ | Elements that convey information about whether a method'is executed asynchronously jare
modeled in 6.3.1.2.

6.3.1.3.2 Job parameter

The implementation shall set the value of the Job pararmeter as a result of an asynchronous execption of
a methodl of the CIM_VirtualSystemManagementService as follows:

o | If the method execution is performed synchronously, the implementation shall set the vdlue to
NULL.

e | If the method execution is performed asynchronously, the implementation shall set the Jalue to
refer to the instance of the CIM “ConcreteJob class that represents the asynchronous tgsk.

6.3.2 | Methods of the CIM_VirtualSystemManagementService class

This subplause models virtuat-system management services in terms of methods of the
CIM_Vir{ualSystemManagementService class.

6.3.2.1 CIM_VirfualSystemManagementService.DefineSystem() method
The implementation of the DefineSystem( ) method is conditional.

Conditiop: Zhe“definition and destruction of virtual systems is implemented; see 6.2.4.6.1.

If the DefineSystem( ) method is implemented, the provisions in this subclause apply; in addition behavior
applicable to all extrinsic methods is specified in 6.3.1.2.

The execution of the DefineSystem( ) method shall effect the creation of a new virtual system definition as
specified through the values of the SystemSettings parameter, the values of elements in the
ResourceSettings| ] array parameter and elements of the configuration referred to by the value of the
ReferencedConfiguration parameter, and through default values that are established within the
implementation.

Table 44 contains requirements for parameters of this method.
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Table 44 — DefineSystem( ) method: Parameters

Qualifiers Name Type Description/Values

IN SystemSettings string See 6.3.2.1.2.

IN ResourceSettings| ] string See 6.3.2.1.3.

IN ReferencedConfiguration CIM_VirtualSystemSettingData REF See 6.3.2.1.4.

ouT ResultingSystem CIM_ComputerSystem REF See 6.3.2.1.5.

ouT Job CIM_ConcreteJob REF See 6.3.1.3.2.
6.3.2.1.1 Value preference rules
The DefineSystem( ) method facilitates the definition of a new virtual system at thechost system, jased on
client requirements specified through one or more virtual system configurations:

An implg
extend g
requiren

If only th

"Input" virtual system configuration

The "Input" virtual system configuration is prepared locally by the)client and provided in
of embedded instances of the CIM_VirtualSystemSettingData class in the SystemSettin
rameter and embedded instances of the CIM_ResourceAllocationSettingData class as

for elements of the ResourceSettings[ ] array parameter.

"Reference" virtual system configuration

The "Reference" virtual system configuration js @."Defined" virtual system configuration
ready exists within the implementation; it is refefenced by the ReferencedConfiguration
parameter.

mentation shall define the virtual systemibased on "Input" and "Reference" configuration
virtual system definition beyond clientrequirements based on implementation-specific ru
ents.

e "Reference" virtual system configuration is provided by the client, the implementation s

ateaco

If both configurations are proyvided by the client, the implementation shall give the "Input” virtual s
configuration preference over the "Reference" configuration. An implementation may support this

at two le

y or cloned configuration'of\the "Reference" virtual system configuration.

vels:

The basicilevel supports the addition of resource allocations that were not requested by

systemrconfiguration.

Theadvanced level, in addition, supports amending incomplete resource requests.

the form

S pa-
alues

that al-

It may
les and

nall cre-

stem
behavior

ele-

ments of the ResourceSettings[ ] array parameter, but that are defined in the "Referencg" virtual

In this case the correlation of instances of the CIM_ResourceAllocationSettingData clas

s in the

"Input" configuration and in the "Reference" configuration shall be established through the value
of the InstancelD parameter. If the value of the InstancelD parameter is identical for an instance
in the "Input" configuration and an instance in the "Reference" configuration, these instances to-
gether describe one virtual resource allocation request, such that non-NULL property values
specified in the "Input" configuration override those specified in the "Reference" configuration.

If no value is specified for a property in the "Input" configuration or in the "Reference" configuration, the

impleme

ntation may exhibit an implementation-dependent default behavior. The Generic Device

70

© ISO/IEC 2014 - All rights reserved


https://iecnorm.com/api/?name=c6179886aed84d232a428ce3db6acc42

ISO/IEC 19099:2014(E)
INCITS 483-2012

Resource Virtualization Profile described in clause 13 and resource-type-specific resource allocation
DMTF management profiles may specify resource-type-specific behavior.

If the DefineSystem( ) method is called without input parameters, the implementation may exploit a de-
fault behavior or may fail the method execution.

NOTE A client may inspect the "Reference" virtual system configuration before invoking the DefineSystem( )
method. (See respective use cases for the Virtual System Profile in 12.4.)

6.3.2.1.2 SystemSettings parameter

A client should set the value of the SystemSettings parameter with an embedded instance of the
CIM_Vi i i i mgs: i may set
the valug of the SystemSettings parameter to NULL, requesting the implementation to select inpuf values
based on the rules specified in 6.3.2.1.1.

An implgmentation shall interpret the value of the SystemSettings parameter as the system part of an
"Input" v|rtual system configuration, and apply the rules specified in 6.3.2.1.1.

The use[of the CIM_VirtualSystemSettingData class as input for operations specified by the profil
described in this clause is specified in 6.5.22.

1%

6.3.2.1.3 ResourceSettings[ ] array parameter

A client ghould set the ResourceSettings[ ] array parameter and apply the specifications given ian.3.1 A
The client may set the value of the ResourceSettings[ ] array parameter to NULL or provide an empty ar-
ray, requesting the implementation to define a default set of vittual resources (see 6.3.2.1.1).

An implgmentation shall interpret the value of the ResourgceSettings[ ] array parameter as the resgurce
part of ap "Input" virtual system configuration, and apply.the value preference rules specified in 6.3.2.1.1.

6.3.2.1.4 ReferencedConfiguration parameter

A client hay set a value of the ReferencedCaonfiguration parameter to refer to an existing "Defineq" virtual
system donfiguration. A client may set the value of the ReferencedConfiguration parameter to NULL, indi-
cating thpt a "Reference" configuration shall not be used.

An implgmentation shall use the "Reference" virtual system configuration according to the rules specified
in6.3.2.1.1.

6.3.2.1.5 ResultingSystem parameter

The implementation shall*set the value of the ResultingSystem parameter as follows:

o | If the method execution is performed synchronously and is successful, the value is set tp refer-
ence the instance of the CIM_ComputerSystem class that represents the newly defined|virtual
system.

e | ifthe method execution is performed synchronously and fails, or if the method executiof is per-
formed asynchronously, the value is set o NULL.

6.3.2.1.6 Return codes

An implementation shall indicate the result of the method execution by using the return code values speci-
fied in Table 45.
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Table 45 — DefineSystem( ) method: Return code values

Value Description

0 Method execution was successful.

1 Method is not supported.

2 Method execution failed.

3 Method execution failed because a timeout condition occurred.

4 Method execution failed because invalid parameters were specified by the client.

4096 Viethod execution 1S performed asynchronously. The Specifications given In 6.3.1.3 apply
6.3.2.2 CIM_VirtualSystemManagementService.DestroySystem( ) method
The implementation of the DestroySystem( ) method is conditional.

Conditio

If the De
behavior

The exe

n: The definition and destruction of virtual systems is implemented; see 6.2.4.6.1.

5troySystem( ) method is implemented, the provisions in this subclause apply; in addition
applicable to all extrinsic methods is specified in 6.3.1.2.

cution of the DestroySystem( ) method shall effect the destruction of the referenced virtug

and all r¢lated virtual system configurations, including snapshots:.

Table 46

contains requirements for parameters of this methad.

Table 46 — DestroySystem()'nmethod: Parameters

| system

Qualifidrs Name Type Description/Malues
IN AffectedSystem CIM_ComputerSystem REF See 6.3.2.2.1].
ouT Job CIM_ConcreteJob REF See 6.3.1.3.2.
6.3.2.2.1 AffectedSystem parameter
A client ghall set a value of thelAffectedSystem parameter to refer to the instance of the
CIM_ComputerSystem class\that represents the virtual system to be destroyed.
An implgmentation shall interpret the value of the AffectedSystem parameter to identify the virtual|system
that is to|be destroyed:
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6.3.2.2.2 Return codes

An implementation shall indicate the result of the method execution by using the return code values speci-
fied in Table 47.

Table 47 — DestroySystem( ) method: Return code values

Value Description

0 Method execution was successful.

1 Method-isretsupported:

2 Method execution failed.

3 Method execution failed because a timeout condition occurred.

4 Method execution failed because the system could not be found.

5 Method execution failed because the affected system is in a state in which/the implementation

rejects destruction.

4096 Method execution is performed asynchronously. The specifications.given in 6.3.1.3 apply
6.3.2.3 CIM_VirtualSystemManagementService.AddResourgeSettings() method (Cond|tional)
The implementation of the AddResourceSettings( ) method is eenditional.

Conditiop: The addition and the removal of virtual resources to virtual systems is implemented; sge
6.2.4.6.2.
If the AdfiResourceSettings( ) method is implemented,the provisions in this subclause apply; in agdition
behavior applicable to all extrinsic methods is specified in 6.3.1.2.
The exegution of the AddResourceSettings(-)\method shall effect the entry of resource allocation fequests
or resoufce allocations provided through.the ResourceSettings| ] array parameter in the affected yirtual
system qonfiguration.
Table 48| contains requirements for parameters of this method.

Table48 — AddResourceSettings() method: Parameters

Qualifidrs Name Type DescriptionyValues

IN AffeetedConfiguration CIM_VirtualSystemSettingData REF See 6.3.2.3 .

IN ResourceSettings] ] string See 6.3.2.3.p.

ouT ResultingResourceSettings[] | CIM_ResourceAllocationSettingData REF See 6.3.2.3.B.

ouT Job CH—CenecretedobREF See-6-3-4+3-2.
6.3.2.3.1 AffectedConfiguration parameter

A client shall set a value of AffectedConfiguration parameter to refer to the instance of the
CIM_VirtualSystemSettingData class that represents the virtual system configuration that receives new

resource

allocations.

An implementation shall interpret the value of the AffectedConfiguration parameter to identify the virtual
system configuration that receives new resource allocations.

73

© ISO/IEC 2014 - All rights reserved


https://iecnorm.com/api/?name=c6179886aed84d232a428ce3db6acc42

ISO/IEC 19099:2014(E)
INCITS 483-2012

6.3.2.3.2

ResourceSettings[ ] array parameter

A client shall set the ResourceSettings| ] parameter containing one or more input instances of the
CIM_ResourceAllocationSettingData class as specified in a profile based on the Resource Allocation
Profile (see clause 5) and on the Allocation Capabilities Profile (see clause 7), such as for example the
Processor Resource Virtualization Profile described in clause 8 or the Storage Resource Virtualization

Profile described in clause 10.

If the value of the InstancelD property in any of the input CIM_ResourceAllocationSettingData instances
is other than NULL, that value shall be ignored; however, the remaining values of the input instance shall
be respected as defined in the resource-type-specific resource allocation profile.

An implg
6.3.2.3.3

The imp

6.3.2.34

An implég
fied in T4

mentation shall apply the specifications given in 6.3.1.1.
ResultingResourceSettings| ] array parameter

ementation shall set the value of the ResultingResourceSettings[ ] array parameter as fo

to an array of references to instances of the CIM_ResourceAllocationSettingData class
represent resource allocations that were obtained during the executioh,of the method

to NULL, if the method is executed synchronously and fails, or if themethod is executed
asynchronously

Return codes

mentation shall indicate the result of the method exeeution by using the return code valu
ble 49.

Table 49 — AddResourceSettings( )\method: Return code values

lows:
that

PS speci-

Value Description

0 Method execution was successfal;

1 Method is not supported.

2 Method execution failed.

3 Method execution(failed because a timeout condition occurred.

4 Method exectition failed because invalid parameters were specified by the client.

4096 Method execution is performed asynchronously. The specifications given in 6.3.1.3 apply
6.3.2.4 CIM (VirtualSystemManagementService.ModifyResourceSettings() method
The implementation of the ModifyResourceSettings( ) method is conditional.
Conditior—Fhe-modificationof-virttal-systems-andresotreesis-imptemented-see 624-6-3-

If the ModifyResourceSettings( ) method is implemented, the provisions in this subclause apply; in

addition

behavior applicable to all extrinsic methods is specified in 6.3.1.2.

If implemented, the execution of the ModifyResourceSettings( ) method shall effect the modification of re-
source allocation requests that exist, with the implementation using instances of the
CIM_ResourceAllocationSettingData class that are passed in through values of elements of the
ResourceSettings[ ] array parameter.
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The execution of the ModifyResourceSettings( ) method shall effect the modification of resource alloca-
tions or resource allocation requests, such that non-key and non-NULL values of instances of the
CIM_ResourceAllocationSettingData class provided as values for elements of the ResourceSettings[ ] ar-
ray parameter override respective values in instances identified through the InstancelD property.

Table 50 contains requirements for parameters of this method.

Table 50 — ModifyResourceSettings() method: Parameters

Qualifiers Name Type Description/Values
IN ResourceSettings| | string See 6.3.2.4.1.
ouT ResultingResourceSettings[] | CIM_ResourceAllocationSettingData See 6.3.2.4 2,
REF
ouT Job CIM_ConcreteJob REF See 6y3.1.3.2.
6.3.2.4.1 ResourceSettings[ ] parameter

The spetifications in 6.3.1.1 apply.

A client ghall set the ResourceSettings[ ] parameter. Any instance of the
CIM_ResgourceAllocationSettingData class that is passed in as a value\for elements of the
ResourceSettings[ ] array parameter shall conform to all of the following conditions:

An implée

source definitions scoped by one particular virtual system, or both.

It shall have a valid non-NULL value in the InstancelD property that identifies a respecti
stance of the CIM_ResourceAllocationSettingData class that represents an existing res
extrinsic methods or intrinsic CIM opeérations that yield respective instances of the

Getlnstance( ) CIM operation.

applied to the InstancelD property that is the key property of the
CIM_ResourceAllocationSettingData class. Further restriction may apply, such as from
source-type-specific resource allocation DMTF management profiles.

element jof the ResourceSettings| ] array property that does not identify, through the value of the

implementatiop.

Instance"D keysproperty, an existing instance of the CIM_ResourceAllocationSettingData class wi

CIM_ResourceAllocationSettingData class. For example, the client may use the intrinsig

It shall represent requests for the modification of virtual resource state extensions, virtual re-

e in-
burce

allocation or resource allocation request within the implementation. This should be assured
through the execution of previously executed retrieve operations, such as the execution| of

The client shall modify such.instances locally to reflect the desired modifications and finglly pass
them back in as elements-of the ResourceSettings| ] array parameter. Modifications shdll not be

e_

mentation shall apply the specifications given in 6.3.1.1. The implementation shall ignorel any

hin the

6.3.2.4.2 ReSUllingRESoUrceSettings[ | parameter

The implementation shall set the value of the ResultingResourceSettings| ] array parameter as follows:

If the method was executed asynchronously, the value shall be set to NULL.

If the method was executed synchronously and one or more resources were successful

ly modi-

fied, for each successfully modified resource one element in the returned array shall reference

the instance of the CIM_ResourceAllocationSettingData class that represents the maodifi
source allocation or resource allocation request.

ied re-
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o If the method was executed synchronously and failed completely, the value shall be set to
NULL.

6.3.2.4.3 Return codes

An implementation shall indicate the result of the method execution by using the return code values speci-
fied in Table 51.

Table 51 — ModifyResourceSettings() Method: Return code values

Value Description

0 Method was successfully executed; all modification requests were successfully processed.

1 Method is not supported.

2 Method execution failed, but some modification requests may have been processed.

3 Method execution failed because a timeout condition occurred, but some-modification requests

may have been processed.

4 Method execution failed because invalid parameters were specified\by the client; no modification
requests were processed.

5 Method execution failed because the implementation doesnot-support modifications on yirtual
resource allocations for the present virtual system state of\the virtual system scoping virtpal
resources affected by this resource allocation modification request.

6 Method execution failed because incompatible parameters were specified by the client; rjo
modification requests were processed.
4096 Method execution is performed asynchronously. The specifications given in 6.3.1.3 apply

NOTE: Hven if the return code indicates a failure, some modification requests may have been successfully executed. In|this
dase, the set of successfully modified resources is conveyed through the value of the ResultingResourceSettings
darameter.

6.3.2.5 CIM_VirtualSystemManagementService.ModifySystemSettings() method
The implementation of the ModifySystemSettings( ) method is conditional.
Conditiop: The modification of virtual systems and resources is implemented; see 6.2.4.6.3.

If the MadifySystemSettings(,) method is implemented, the provisions in this subclause apply; in gddition
behaviorl applicable to all'extfinsic methods is specified in 6.3.1.2.

The exegution of the;ModifySystemSettings( ) method shall effect the modification of system settipgs,
such thaf non-key and non-NULL values of the instance of the CIM_VirtualSystemSettingData clags that
tified

Table 52 — ModifySystemSettings() Method: Parameters

Qualifiers Name Type Description/Values
IN SystemSettings string See 6.3.2.5.1.
ouT Job CIM_ConcreteJob REF See 6.3.1.3.2.
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6.3.2.5.1 SystemSettings parameter

A client shall set the SystemSettings parameter. Any instance of the CIM_VirtualSystemSettingData class
that is passed in as a value of the SystemSettings parameter shall have a valid non-NULL value in the
InstancelD property that identifies a respective instance of the CIM_VirtualSystemSettingData class
existing within the implementation. A client shall obtain such an instance before invoking the
ModifySystemSettings( ) method (for example, by using an extrinsic method or intrinsic CIM operation
that yields a respective instance as a result). For example, the client may use the intrinsic Getlnstance( )
CIM operation. The client shall then modify the instance locally so that it reflects the desired modifications
and finally pass it back in as a value of the SystemSettings parameter.

CIM_VirfualSystemSettingData class within the implementation.
6.3.2.5.2 Return codes

An implgmentation shall indicate the result of the method execution by using the return code valugs speci-
fied in Tgble 53.

Table 53 — ModifySystemSettings() Method: Return_coede values

Value Description

0 Method was successfully executed.

1 Method is not supported.

2 Method execution failed.

3 Method execution failed because a timeout'condition occurred.

4 Method execution failed because invalid parameters were specified by the client.

5 Method execution failed becauserthe implementation does not support modifications on yirtual
system settings for the present\virtual system state of the virtual system identified by the[input
system settings.

6 Method execution failedbecause incompatible parameters were specified by the client.

4096 Method execution(is jperformed asynchronously. The specifications given in 6.3.1.3 apply

6.3.2.6 CIM_VirtualSystemManagementService.RemoveResourceSettings() method

The implementation of.the RemoveResourceSettings( ) method is conditional.

Conditiop: The addition and the removal of virtual resources to virtual systems is implemented; sge
6.2.4.6.2.

If the RemoeveResourceSettings( ) method is implemented, the provisions in this subclause apply
addition behavior applicable to all extrinsic methods is specified in 6.3.1.2.

n

The execution of the RemoveResourceSettings( ) method shall effect the removal of resource allocation
requests identified by the value of elements of the ResourceSettings[ ] parameter.

Table 54 contains requirements for parameters of this method.
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Table 54 — RemoveResourceSettings() Method: Parameters

Qualifiers Name Type Description/Values

IN ResourceSettings| ] CIM_ResourceAllocationSettingData REF See 6.3.2.6.1.

ouT Job CIM_ConcreteJob REF See 6.3.1.3.2.
6.3.2.6.1 ResourceSettings[ | array parameter
A client shall set the ResourceSettings| ] array parameter. The value of any element specified in the
ResourceSetingsH-array-parametershallrepresentrequestsfortheremeval-ofvirlualresoureestate
extensiops, of virtual resource definitions, or both in the scope of one virtual system.
6.3.2.6.2 Return codes
An implgmentation shall indicate the result of the method execution by using the return‘code valugs speci-

fied in T4

ble 55.

Table 55 — RemoveResourceSettings( ) Method: Returnode values

Value Description

0 Method execution was successful.

1 Method is not supported.

2 Method execution failed.

3 Method execution failed because a timeout condition occurred.

4 Method execution failed because invalid/parameters were specified by the client.

4096 Method execution is performed asynchronously. The specifications given in 6.3.1.3 apply
6.3.3 | Methods of the CIM_VirtualSystemSnapshotService class
This subplause models virtual system'snapshot management in terms of methods of the

CIM_Vir{ualSystemSnapshotService class.

6.3.3.1
The imp
Conditio

6.2.7.1.2.

CIM_VirtualSystemSnapshotService.CreateSnapshot() method
ementation of the-CreateSnapshot( ) method is conditional.

n: The creation, destruction and application of virtual system snapshots is implemented; s

atéSmapshot( ) method is implemented, the provisions in this subclause apply; in additio

ee

=]

Il extrinsic meth i ified in 6.3.1.2.

The execution of the CreateSnapshot( ) method shall effect the creation of a snapshot of the affected vir-
tual system. The snapshot shall have the type that is designated by the value of the SnapshotType
parameter (see 6.3.3.1.3).

A full snapshot shall contain all information required to restore the complete virtual system and its re-
sources to exactly the situation that existed when the snapshot was created. Other types of snapshots

may con

tain less information.
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If the virtual system is in the "Active" virtual system state, it may continue to perform tasks but may be
temporarily paused as the creation of the snapshot requires the capturing of state information.

Table 56

contains requirements for parameters of this method.

Table 56 — CreateSnapshot() method: Parameters

Qualifiers Name Type Description/Values
IN AffectedSystem CIM_ComputerSystem REF See 6.3.3.1.1.
IN SnapshotSettings string See 6.3.3.1.2.
IN SnapshotType uint16 See 6.3.3.1.3,
ouT ResultingSnapshot CIM_VirtualSystemSettingData REF See 6.3.31.4.
ouT Job CIM_ConcreteJob REF See®:3.1.3.2.
6.3.3.1.1 AffectedSystem parameter
A client ghall set a value of the AffectedSystem parameter to refer to the instance of the
CIM_ComputerSystem class that represents the virtual system that is the source for the snapshof.
An implgmentation shall interpret the value of the AffectedSystem parameter to identify the virtual|system
that is the source for the snapshot.
6.3.3.1.2 SnapshotSettings parameter
A client may set a value of the SnapshotSettings parameter with an embedded instance of a

CIM_Se
CIM_Se
charact

An impl
the sna

tingData class. It is assumed that an implementation-specific class derived from
tingData contains additional implementation-specific properties that enable some control|over
ristics of the snapshot process.

mentation shall use the value of the-SnapshotSettings parameter to control the charactelistics of
hot process.

hall set the value of the' SnapshotType parameter to designate the intended type of snapshot.
shall be one of thewalues set in the SnapshotTypesSupported[ ] array property in the ipstance
| VirtualSystemSnapshotServiceCapabilities class that is related to the snapshot servicg.

mentation shall*use the value of the SnapshotType parameter to determine the requested type of
. If a valuéds-not specified or is not one of the values set in the SnapshotTypesSupportef[ ] array
in the instance of the CIM_VirtualSystemSnapshotServiceCapabilities class that is related to the
seryice, an implementation shall fail the method execution and set a return code of 6 (Irjvalid

6.3.3.1.4 ResultingSnapshot parameter

The impl

ementation shall set the value of the ResultingSnapshot parameter as follows:

If the method execution is performed synchronously and is successful, the value shall be set to
reference the instance of the CIM_VirtualSystemSettingData class that represents the newly
created virtual system snapshot.

If the method execution is performed synchronously and fails, or if the method execution is per-
formed asynchronously, the value shall be set to NULL.
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o If the method execution is performed asynchronously and is successful, see 6.3.1.2 to locate
the instance of the CIM_VirtualSystemSettingData class that represents the newly created
virtual system snapshot.

6.3.3.1.5

Return codes

An implementation shall indicate the result of the method execution by using the return code values speci-
fied in Table 57.

Table 57 — CreateSnapshot() method: Return code values

Value Besertption
0 Method execution was successful.
1 Method is not supported.
2 Method execution failed.
3 Method execution failed because a timeout condition occurred.
4 Method execution failed because an invalid parameter was specified.
5 Method execution failed because the affected system is in a state'in which the implementation
rejects capturing a snapshot.
6 Method execution failed because no snapshot or an unstipported type of snapshot was re-
quested.
4096 Method execution is performed asynchronously~Fhe specifications given in 6.3.1.3 apply
6.3.3.2 VirtualSystemSnapshotService.Destroy.Shapshot() method
The implementation of the DestroySnapshot( ) method is conditional.
Conditiop: Virtual system snapshots are implemented; see 6.2.7.1.2.
If the DeptroySnapshot( ) method is implemented, the provisions in this subclause apply; in additipn
behavion applicable to all extrinsic methods is specified in 6.3.1.2.
The exegution of the DestroySnapshot( ) method shall effect the destruction of the affected virtuall system
snapshol. Dependency relationships from other snapshots to the affected snapshot shall be updajed so

that the affected snapshot isno longer referenced. If the snapshot was persistently established to|be used
during viftual system activation, the implementation may assign a different snapshot to be used fgr subse-
quent viftual system activations, or may fall back to the "Default" virtual system configuration to b¢ used
for futurg activations:f a virtual system was activated using the snapshot and is still in a state other than
the "Defined" virtual system state, the active virtual system shall not be affected by the execution pf the
Destroy$napshet( ) method.

Table 58| centains requirements for parameters of this method.

Table 58 — DestroySnapshot() method: Parameters

Qualifiers Name Type Description/Values
IN AffectedSnapshot CIM_VirtualSystemSettingData REF See 6.3.3.2.1.
ouT Job CIM_ConcreteJob REF See 6.3.1.3.2.
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6.3.3.2.1 AffectedSnapshot parameter

A client shall set a value of the AffectedSnapshot parameter to refer to the instance of the
CIM_VirtualSystemSettingData class that represents a snapshot.

An implementation shall interpret the value of the AffectedSnapshot parameter to identify the snapshot
that is to be destroyed.

6.3.3.2.2 Return codes

An implementation shall indicate the result of the method execution using the return code values specified
by Table 59.

Table 59 — DestroySnapshot() method: Return code values

Value Description

0 Method execution was successful.

1 Method is not supported.

2 Method execution failed.

3 Method execution failed because a timeout condition occurred.

4 Method execution failed because an invalid parameter was'specified.

5 Method execution failed because the affected snapshotis in a state in which the implemgntation
rejects destroying a snapshot.

6 Method execution failed because the affected.snapshot is of a type that is not destroyablg.

4096 Method execution is performed asynchronously. The specifications given in 6.3.1.3 apply

6.3.3.3 VirtualSystemSnapshotService.ApplySnapshot() method
The implementation of the ApplySnapshot(-) method is conditional.
Conditiop: Virtual system snapshots_ are:implemented; see 6.2.7.1.2.

If the ApplySnapshot( ) method is implemented, the provisions in this subclause apply; in addition
behavior applicable to all extrifisic methods is specified in 6.3.1.2.

The exegution of the ApplySnapshot( ) method shall indicate that the snapshot is used for the next
activatiop of the associated virtual system (the virtual system that was the source for the snapshot). The
method g¢xecution shall*have one or both of the following effects:

e | The snapshot is persistently established to be used for subsequent activations.

e | Thewirtual system is immediately activated or recycled, using the snapshot.

Table 60 confains requirements 1or parameters of this method.

Table 60 — ApplySnapshot() method: Parameters

Qualifiers Name Type Description/Values
IN Snapshot CIM_VirtualSystemSettingData REF See 6.3.3.3.1.
ouT Job CIM_ConcreteJob REF See 6.3.1.3.2.
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6.3.3.3.1 Snapshot parameter

A client shall set a value of the Snapshot parameter to refer to the instance of the
CIM_VirtualSystemSettingData class that represents a snapshot.

An implementation shall interpret the value of the Snapshot parameter to identify the snapshot that is to
be applied.

6.3.3.3.2 Return codes

An implementation shall indicate the result of the method execution by using the return code values speci-
fied in Table 61.

Table 61 — ApplySnapshot() method: Return code values

Value Description

0 Method execution was successful.

1 Method is not supported.

2 Method execution failed.

3 Method execution failed because a timeout condition occurred.

4 Method execution failed because an invalid parameter was'specified.

5 Method execution failed because the affected systefn is’in a state where snapshots cannpot be
applied.

6 Method execution failed because the type of the affected system does not support the
application of a snapshot.

4096 Method execution is performed asynchtenously. The specifications given in 6.3.1.3 apply

6.3.4 | Profile conventions for operations

The defdult list of operations for all classes’is:
e | Getlnstance()
¢ | Enumeratelnstances( )

e | EnumeratelnstanceNames( )

For clasges that are referenced by an association, the default list also includes
e | Associaters( )
e | AssociatorNames( )

o | References()

e  ReferenceNames( )

6.3.4.1 CIM_AffectedJobElement

All operations in the default list in 6.3.4 shall be implemented as defined in DSP0200.

NOTE  Related profiles may define additional requirements on operations for the profile class.
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6.3.4.2 CIM_ComputerSystem

All operations in the default list in 6.3.4 shall be implemented as defined in DSP0200.
NOTE  Related profiles may define additional requirements on operations for the profile class.
6.3.4.3 CIM_ConcreteJob

All operations in the default list in 6.3.4 shall be implemented as defined in DSP0200.

NOTE  Related profiles may define additional requirements on operations for the profile class.

6.3.4.4 ClM I'\npnnrlnnr\y

All opergtions in the default list in 6.3.4 shall be implemented as defined in DSP0200.

NOTE |Related profiles may define additional requirements on operations for the profile class.

6.3.4.5 CIM_ElementCapabilities

All opergtions in the default list in 6.3.4 shall be implemented as defined in DSP0200.
NOTE |Related profiles may define additional requirements on operations for the 'profile class.
6.3.4.6 CIM_ElementConformsToProfile

All opergtions in the default list in 6.3.4 shall be implemented as,defined in DSP0200.

NOTE |Related profiles may define additional requirements on opérations for the profile class.

6.3.4.7 CIM_HostedDependency

All opergtions in the default list in 6.3.4 shall be implefmented as defined in DSP0200.

NOTE |Related profiles may define additional requirements on operations for the profile class.

6.3.4.8 CIM_HostedService

All opergtions in the default list in 6.3.4\shall be implemented as defined in DSP0200.

NOTE |Related profiles may define{additional requirements on operations for the profile class.

6.3.4.9 CIM_LastAppliedSnapshot

All opergtions in the default list in 6.3.4 shall be implemented as defined in DSP0200.

NOTE |Related profiles'may define additional requirements on operations for the profile class.

6.3.4.10 CIlM=MostCurrentSnapshotinBranch

All opergtions in the default list in 6.3.4 shall be implemented as defined in DSP0200.

NOTE  Related profiles may define additional requirements on operations for the profile class.

6.3.4.11 CIM_ReferencedProfile

All operations in the default list in 6.3.4 shall be implemented as defined in DSP0200.

NOTE  Related profiles may define additional requirements on operations for the profile class.

6.3.4.12 CIM_RegisteredProfile

All operations in the default list in 6.3.4 shall be implemented as defined in DSP0200.

83
© ISO/IEC 2014 - All rights reserved


https://iecnorm.com/api/?name=c6179886aed84d232a428ce3db6acc42

ISO/IEC 19099:2014(E)
INCITS 483-2012

NOTE  Related profiles may define additional requirements on operations for the profile class.

6.3.4.13 CIM_ServiceAffectsElement

All operations in the default list in 6.3.4 shall be implemented as defined in DSP0200.

NOTE  Related profiles may define additional requirements on operations for the profile class.

6.3.4.14  CIM_SnapshotOfVirtualSystem

All operations in the default list in 6.3.4 shall be implemented as defined in DSP0200.

NOTE Related profiles may define additional requirements on operations for the profile class

6.3.4.15| CIM_System

All opergtions in the default list in 6.3.4 shall be implemented as defined in DSP0200.
NOTE |Related profiles may define additional requirements on operations for the profile class:
6.3.4.16( CIM_VirtualSystemManagementCapabilities

All opergtions in the default list in 6.3.4 shall be implemented as defined in, DSP0200.
NOTE |Related profiles may define additional requirements on operations forthe profile class.
6.3.4.17| CIM_VirtualSystemManagementService

All opergtions in the default list in 6.3.4 shall be implemented’as’ defined in DSP0200.

NOTE |Related profiles may define additional requirements onoperations for the profile class.

6.3.4.18 CIM_VirtualSystemSnapshotService

All opergtions in the default list in 6.3.4 shall besimplemented as defined in DSP0200.
NOTE |Related profiles may define additional requirements on operations for the profile class.
6.3.4.19] CIM_VirtualSystemSnapshotCapabilities

All opergtions in the default list in 6.3.4 shall be implemented as defined in DSP0200.

NOTE |Related profiles may define additional requirements on operations for the profile class.

6.3.4.20( CIM_VirtualSystemSnapshotServiceCapabilities

All opergtions in thé.default list in 6.3.4 shall be implemented as defined in DSP0200.

NOTE |Related-profiles may define additional requirements on operations for the profile class.

6.4 Upe‘cases

This subclause contains informative text only.

The following use cases and object diagrams illustrate use of the profile described in this clause. They are
for informational purposes only and do not introduce behavioral requirements for implementations of the
profile.
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6.4.1 General assumptions

For all use cases, it is assumed that a client performs intrinsic CIM operations, extrinsic CIM operations,
or both.

For all use cases except the use case described in 6.4.2.1, the following conditions are implicitly
assumed:

e The client knows the URL of a WBEM service that exposes an implementation of the profile
described in this clause.

e The client is able to communicate with the WBEM service through a specified CIM protocol. An
exalmpie 1S the use Of the Ntp Protocol as aescrived in PporFuZuu. The Client may use d acility
like a CIM client API to perform the encoding and decoding of CIM messages.

6.4.2 | Discovery, localization, and inspection

This set pf use cases describes how a client obtains access to an implementation, detects the central and
scoped ipstances, and analyzes information available through these instances. Figure 9 outlines a sample
situation|that is referenced by some of the use-case descriptions in subsequent subclauses.
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SVP_1 : RegisteredProfile

ReferencedProfile

RegisteredOrganization = 2 (DMTF)

RegisteredVersion = "1.0.0"

RegisterdName = "System Virtualization"

PROC_RAP : RegisteredProfile
RegisteredOrganization = 2 (DMTF)
RegisterdName = "Processor Resource Allocation”
RegisteredVersion = "1.0.0"

GEN_RAP : RegisteredProfile
RegisteredOrganization = 2 (DMTF)
Reqi —n : :

Interop
Namespace

ElementConformsToProfile <

s

RegisteredVersion = "1.0.0"

MEM_RAP : RegisteredProfile

RegisteredOrganization = 2 (DMTF)
RegisterdName = "Memory Resource.Allogation”
RegisteredVersion = "1.0.0"

Implementation

VSMS_1 : VirttalSystemManagementServicel|

ResourceSubType =
AllocationUnits = "Processor"

Namespace
Hosts i
HOST 1.: System os| e('TiServu:e
Name = "DE24672408670001" HostedDevice NV “P——— VSSS\I\: VirtualSystemSnapshotService
‘ T HostedResourcePool
\’ _________ ElementCapabilities ef= — — — — — — — - TOT™"T VSSSC_1 : VirtualSystemSnapshotServiceCdpabilities
VSMC |1 : VirtualSystemManagementCapabilities N\
VirtualSygtemTypesSupported = {"Default"
SynchronpusMethodsSupported = {" "
AsynchropousMethodsSupported = {"2"}
IndicationgSupported = NULL PROCO : Processor| |PROC1 : Processor| |PROC2 : Processor
I I |
PROC_POOL1 : ResourcePool PROCS3 : Processor| |PROC4 : Processor| [PROCS5 : Brocessor
InstancelD = "DE24672408680001"
PoollD = "PROC_POOL1" LA -47 ’7 (
Primordial = True I T f ‘
Capacity = 6 Il |PROCS6 : Processor | | [ PROC? : Processor || [PROCS : Brocessor
Reserved = 2 |
ResourceType = 3{(Processor) !

"Dedicated Proc."

]

ConcreteComponent

P2SDCD : SettingsDefineCapabilities
ValueRole = 0 (Default)

ValueRange = 0 (Point)
PropertyPolicy = 0 (Independent)

CAP_DEF : RASD

InstancelD = "DE246f2408682"
PoollD = "PROC_POpL2"
ResourceType = 3 (Pyocessor)

PROC_POOQL2 : ResourcePool -
- — S ResourceSubType = ['Virt. Proc."
IhstancelD = "DE24672408680002 »ElementCapabilities =~ _ Reservation = 1
PoollD = "PROC_POOL2" / >~ Weight = 100
ResourceType = 3 (Processor) caP PROCZ : All - P
wi " : AllocationCapabilities ~
ResourceSubType = "Virt. Proc.
Primordial = True | 21L_|ResourceType = 3 (Processor)
SharingMode = 3 (Shared) - |
D —L
_-- CAP_MIN : RASD
MEM_POOL : ResourcePool -
N = InstancelD = "DE246]2408683"

InstancelD = "DE24

PoollD = "MEM_POOL"

672408690001"

P2SDCN : SettingsDefineCapabilities
ValueRole = 3 (Supported)

pL2"
0cessor)

PoollD = "PROC_PO!
ResourceType = 3 (P

ResourceType = 4 (Memory) ValueRange = 2 (Minimums) ResourceSubType = {Virt. Proc.”
ResourceSubType = NULL PropertyPolicy = 0 (Independent) Reservation = 1
Pr eter=—Fren Weight = 100
— =
DISK_POOL : ResourcePool - CAP_MAX : RASD

InstancelD = "DE24
ResourceType = 19

Primordial = True

PoollD = "DISK_POOL"

ResourceSubType = NULL

672408720001"

(Storage Extent)

InstancelD = "DE24672408684"
PoollD = "PROC_POOL2"
ResourceType = 2 (Processor)
ResourceSubType = "Virt. Proc."
Reservation = 4

Weight = 1000

P2SDCX : SettingsDefineCapabilities
ValueRole = 3 (Supported)
ValueRange = 3 (Maximums)
PropertyPolicy = 0 (Independent)

Figure 9 — System Virtualization Profile instance diagram: Discovery, localization, and inspection
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6.4.2.1 SLP-Based discovery of CIM object managers hosting implementations of the System
Virtualization Profile

The service location protocol (SLP) is used to locate WBEM services. A WBEM service that implements
SLP as a discovery mechanism is required to register with SLP all instances of the CIM_RegisteredProfile
class that reside in the Interop namespace. An SLP service type is used to identify entities that are
registered with SLP. An SLP service type is a structured string variable.

Assumption: The profile described in this clause is registered by at least one WBEM service that
maintains a registration with an SLP Directory Agent. The registration includes information about
registered DMTF management profiles. The client is able to make SLP calls.

e | The client invokes the SLPFindSrvs( ) SLP function as follows:
—  The value of the srvtype parameter is set to "service:wbem".
—  The value of the scopelist parameter is set to "default".

—  The value of the filter parameter is set to "(RegisteredProfilesSupported=DMTF:System
Virtualization)".

Result: Each URL in a list of URLs identifies a WBEM service where the prafile described in this ¢lause is
implemepted.

6.4.2.2 Locate conformant implementations using the Enumeratelnstances( ) operation

D

Assumgtion: The client knows the URL of a WBEM service hosting implementations of the profil
describef in this clause (see 6.4.2.1).

1) | Using the URL, the client invokes the intrinsic Enumeratelnstances( ) CIM operation with the
value of the ClassName input parameter set 16."CIM_RegisteredProfile".

The result is a list of instances of the CIM{RegisteredProfile class.

2) | The client iterates over the list of instances of the CIM_RegisteredProfile class and selefts in-
stances where

— the RegisteredOrganization-property has a value of 2 (DMTF)
— the RegisteredName.property has a value of "System Virtualization"

— the RegisteredVersion property has a value equal to or greater than "1.0.0"

Result: The client knows aset of instances of the CIM_RegisteredProfile class, each representing an im-
plementation of the profile described in this clause.

In the example showniin Figure 9, one instance of the CIM_RegisteredProfile class represents an/imple-
mentation of the profile described in this clause; it is tagged SVP_1.

6.4.2.3 Locate conformant implementations using the ExecuteQuery( ) operation

AssumptionThe clientknows the UREof - WBEMservice hostimg imptementations of the profite
described in this clause (see 6.4.2.1).

e Using the URL, the client invokes the intrinsic ExecuteQuery( ) CIM operation as follows:
—  The value of the QueryLanguage input parameter is set to "CIM:CQL".

—  The value of the Query input parameter is set to "SELECT * FROM CIM_RegisteredProfile
WHERE RegisteredName = ‘System Virtualization’ AND RegisteredVersion >=“1.0.0"".

Result: The client knows a set of instances of the CIM_RegisteredProfile class, each representing an im-
plementation of the profile described in this clause.

87
© ISO/IEC 2014 - All rights reserved


https://iecnorm.com/api/?name=c6179886aed84d232a428ce3db6acc42

ISO/IEC 19099:2014(E)
INCITS 483-2012

In the example shown in Figure 9, one instance of the CIM_RegisteredProfile class represents an imple-
mentation of the profile described in this clause; it is tagged SVP_1.

6.4.2.4 Locate host systems represented by central instances of the profile described in this
clause

Assumption: The client knows a reference to an instance of the CIM_RegisteredProfile class that
represents an implementation of the profile described in this clause (see 6.4.2.2 or 6.4.2.3).

e  The client invokes the intrinsic AssociatorNames( ) CIM operation as follows:

—  The value of the ObjectName parameter is set to refer to the instance of the
CIM_RegisteredProfile class.

—  The value of the AssocClass parameter is set to "CIM_ElementConformsToPrefile"

—  The value of the ResultClass parameter is set to "CIM_System".

Result: The client knows a set of references to instances of the CIM_System class-that represen{ host
systems|that are central and scoping instances of the profile described in this clause.

In the example shown in Figure 9, one instance of the CIM_RegisteredProfileclass represents a fost sys-
tem thatfis a central and scoping instance of the profile described in this elause; it is tagged HOST 1.

6.4.2.5 Locate implementations of scoped resource allocation-profiles

Assumgtion: The client knows a reference to an instance of the.«CIM_RegisteredProfile class thaf
represer|ts an implementation of the profile described in this€lause (see 6.4.2.2 or 6.4.2.3).

1) | The client invokes the intrinsic Associators( ) CIM operation to obtain a the list of scoped DMTF
management profiles, as follows:

—  The value of the ObjectName parameter is set to refer to the instance of the
CIM_RegisteredProfile class.

—  The value of the AssocClass parameter is set to "CIM_ReferencedProfile".
—  The value of the ResultClass parameter is set to "CIM_RegisteredProfile".

The result is a set of instances of the CIM_RegisteredProfile class that each represent gn imple-
mentation of a DMTF management profile that is scoped by the profile described in this|clause.

2) | For each instance ef'the CIM_RegisteredProfile class, the client determines whether thg value
of the RegisteredName property matches the registered name of one of the scoped respurce
allocation DMTE management profiles as specified by Table 43.

If the value does not match any name of a resource allocation DMTF management profie
scoped(by'the profile described in this clause, the client ignores that instance of the
CIM_<RegisteredProfile class.

Result: The elient knows a set of instances of the CIM_RegisteredProfile class that each represept an im-

plementatiorrofaresource attocatiom DM T F mamagement profitethatis—scoped by theprofitedescribed in

this clause.

In the example shown in Figure 9, three instances of the CIM_RegisteredProfile class are associated with
the instance of the CIM_RegisteredProfile class that is tagged SVP_1 and represents a central instance
of the profile described in this clause. These instances represent implementations of scoped resource
allocation DMTF management profiles:

e The instance tagged PROC_RAP represents an implementation of the Processor Resource
Virtualization Profile described in clause 8.
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The instance tagged GEN_RAP represents an implementation of the Generic Device Resource
Virtualization Profile described in clause 13.

The instance tagged MEM_RAP represents an implementation of the Memory Resource
Virtualization Profile described in clause 9.

Locate virtual system management service

Assumption: The client knows a reference to an instance of the CIM_System class that represents a
host system that is a central instance of the profile described in this clause (see 6.4.2.4).

The client invokes the intrinsic AssociatorNames( ) CIM operation as follows:

Result:
that repr

In the ex
serves t

6.4.2.7

Assumpg

1)

2)

The client invokes the intrinsic Associators(’) CIM operation as follows:

The value of the ObjectName parameter is set to refer to the instance of the CIM)>$ystem
class.

The value of the AssocClass parameter is set to "CIM_HostedService".

The value of the ResultClass parameter is set to "CIM_VirtualSystemManagementBervice".

he client knows a reference to the instance of the CIM_VirtualSystemManagementService class
esents the virtual system management service that serves the host System. If the operatipn is
successiul, the size of the result set is 1.

ample shown in Figure 9, one instance of the CIM_VirtualSystemManagementService class
e host system; it is tagged VSMS_1.

Determine the capabilities of an implementation

tion: The client knows a reference to an instance of the CIM_System class that represents a
host sysfem that is a central instance of the profile described in this clause (see 6.4.2.4).

The value of the ObjectName parameter is set to refer to the instance of the CIM_$ystem
class.

The value of the AssocClass’parameter is set to "CIM_ElementCapabilities".

The value of the Result€lass parameter is set to
"CIM_VirtualSystemManagementCapabilities".

The result is a list ef.instances of the CIM_VirtualSystemManagementCapabilities class| If the
operation is successful, the size of the result set is 1.

The client analyzes the instance of the CIM_VirtualSystemManagementCapabilities clags.

The-VirtualSystemTypesSupported[ ] array property lists identifiers of virtual system types
that-the implementation supports.

The SynchronousMethodsSupported[ ] array property lists identifiers of methods of the
CIM VirtualSystemManagementService class that are implemented with synchronpus

method execution only.

The AsynchronousMethodsSupported[ ] array property lists identifiers of methods of the
CIM_VirtualSystemManagementService class that are implemented with synchronous and
asynchronous method execution.

The IndicationsSupported] ] array property lists identifiers of types of indications that the
implementation supports.

Result: The client knows the capabilities of the host system in terms of properties of the
CIM_VirtualSystemManagementCapabilities class.
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In the example shown in Figure 9, one instance of the CIM_VirtualSystemManagementCapabilities class

is associated with the host system; it is tagged VSMC_1.

The VirtualSystemTypesSupported[ ] array property lists one element with the value "Default",
which indicates that the implementation supports one virtual system type named "Default". The

semantics are implementation specific.

The SynchronousMethodsSupported| ] array property lists enumerated values:

{ 1 (AddResourceSettingsSupported), 3 (DestroySystemSupported),

5 (ModifyResourceSettingsSupported), 6 (ModifySystemSettingsSupported), and

7 (RemoveResourcesSupported) }, which indicates that the AddResources( ) method, the
DestroySystem( ) method, the ModifyResourceSettings( ) method, and the

6.4.2.8

Assump

host sysfem that is a central instance of the profile described in this clause (see 6.4.2.4).

1)

2)

Result:
resource

6.4.2.9

Resourc

RemoveResourceSettings( ) method are implemented by the implementation with synchronous

execution.

The AsynchronousMethodsSupported[ ] array property lists the enumerated value
{ 2 (DefineSystemSupported) }, which indicates that the DefineSystem( ) method is
implemented by the implementation with synchronous or asynchronous execution.

The value of the IndicationsSupported[ ] array property is NULL, whigch indicates that indications

are not implemented by the implementation.

Locate hosted resource pools of a particular resourcetype

tion: The client knows a reference to an instance of the CJ\M\. System class that represents a

The client invokes the intrinsic Associators( ) CIM@pefation as follows:

—  The value of the ObjectName parameter.is'set to refer to the instance of the CIM_$ystem

class.
—  The value of the AssocClass parameter is set to "CIM_HostedResourcePool".
—  The value of the ResultClass pafameter is set to "CIM_ResourcePool".
The result is a list of instances ofthe CIM_ResourcePool class.

For each instance of CIM_ReseurcePool, the client determines whether the value of the
ResourceType property matches the requested resource type.

If the value does notmatch the requested resource type, the client drops that instance qf the

CIM_ResourcePagl¢lass from the list.

[he client knows.al set of instances of the CIM_ResourcePool class, each representing ajhosted

pool of the requested resource type.

Obhtain'a set of central instances of scoped resource allocation profiles

e gllocation DMTF management profiles are based on the Resource Allocation Profile (sge

clause 5
determin

ation of central instances of scoped DMTF management profiles depends on the profile

advertisement methodology applied by the respective implementations.

Assumption: The client knows a reference to an instance of the CIM_RegisteredProfile class that
represents an implementation of a scoped DMTF management profile (see 6.4.2.5).

The client invokes the intrinsic Associators( ) CIM operation to obtain the list of instances of the
CIM_ResourcePool class that are central instances of the scoped DMTF management profiles,

as follows:
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—  The value of the ObjectName parameter is set to refer to the instance of the
CIM_RegisteredProfile class

—  The value of the AssocClass parameter is set to "CIM_ElementConformsToProfile".
—  The value of the ResultClass parameter is set to "CIM_ResourcePool".

The result is a list of instances of the CIM_ResourcePool class; the list may be empty.

— Ifthe list is not empty, the central class profile implementation advertisement methodology
is applied by the implementation for the scoped resource allocation DMTF management

profile. In this case, the list is the result for this use case.

LEtha Lot o apantyy tha connina alace e fila ool apmaantati ne odh o

Result: The client knows a list of instances of the CIM_ResourcePoolclass, each representing a

instance

6.4.2.10

Assumpg
represer

1)

2)

3)

rhoaomant oo P=N Io |S
T TSt Oty e SCOUPTT g CriaS S PTom e oo rtatorT ad v et STTre o e troTq| gy

applied by the implementation for the scoped resource allocation DMTF management pro-

file. In this case, the client

— needs to know the resource type associated with the scoped resource allocatipn

DMTF management profile

— applies use case 6.4.2.8 to obtain a list of instances of the CIM_ResourcePoo
that each represent a resource pool of that particular resource type.

The resulting list is the result for this use case.

of a scoped resource allocation DMTF management profile:

Determine implemented resource types

tion: The client knows a reference to an instance of the CIM_RegisteredProfile class that
ts an implementation of the profile described in‘this clause (see 6.4.2.2 or 6.4.2.3).

class

central

The client locates implementations of DMTF management profiles that are scoped by the profile

described in this clause (see 6.4.2.5).

The result is a list of references to-instances of the CIM_RegisteredProfile class that regresent

implementations of DMTF management profiles that are scoped by the profile describeg
clause.

For each instance of CIM _RegisteredProfile, the client obtains the set of instances of the

in this

CIM_ResourcePool classthat are central instances of the respective scoped resource gllocation

DMTF management profiles and represent a conformant resource pool (see 6.4.2.9).

The result is a (fistof instances of the CIM_ResourcePool class that are central instancep of

scoped resource allocation DMTF management profiles.

The client<Creates an initially empty list of integer values. For each instance that is a result from
step 2),'the client determines whether the value of property ResourceType is already repre-

sented in the list:

=~V If that value is already contained in the list, the client ignores the element.

— Ifthat value is not yet contained in the list, the client adds a new element to the list with

that value.

Result: The client knows a list of integer values, each designating a resource type that is supported by
the implementation.

In the example shown in Figure 9, three instances of the CIM_RegisteredProfile class are associated with
the instance of the CIM_RegisteredProfile class that represents the implementation of the profile
described in this clause. These instances are central instances of scoped resource allocation DMTF
management profiles:
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e The instance tagged PROC_RAP represents an implementation of the Processor Resource

Virtualization Profile described in clause 8.

e The instance tagged GEN_RAP represents an implementation of the Generic Device Resource

Virtualization Profile described in clause 13.

e The instance tagged MEM_RAP represents an implementation of the Memory Resource

Virtualization Profile described in clause 9.

These instances are all associated with respective instances of the CIM_ResourcePool class, indi
that in this example in all cases the central class profile advertisement methodology is in use:

° Thao inctancataaaed RPROC _DPRAD ic aconniatad \anth b tnctanenc that raneracant racar
e ot e g g O T Ty o o T i 1o oo TITtC OV it tyy O ot oo ot ot ToprootTtrooSoT

pools for the allocation of processors. They show a value of 3 (Processor) for the Respt
property and are tagged PROC_POOL1 and PROC_POOL2.

o | The instance tagged GEN_RAP is associated with one instance that represents,a’resou
for the allocation of virtual disks. It shows a value of 19 (Storage Extent) for-the Resourg
property and is tagged DISK_POOL.

e | The instance tagged MEM_RAP is associated with one instance that represents a resod
for the allocation of memory. It shows a value of 4 (Memory) for thedResourceType prop
is tagged MEM_POOL.

The resJlting list of integer values is {"3","4","19"} and designates the iniplemented resource type
3 (Procefsor), 4 (Memory), and 19 (Storage Extent).

6.4.2.11 Determine the default resource pool for a resource type

Assumgtion: The client knows a reference to an instancé,of the CIM_System class that represer
host sysfem that is a central instance of the profile described in this clause (see 6.4.2.4).

1) | The client invokes the intrinsic Associators( ) CIM operation for a list of allocation capab
associated with resource pools hosted-by the host system, as follows:

—  The value of the ObjectName parameter is set to refer to the instance of the CIM_§
class.

—  The value of the AssocClass parameter is set to "CIM_ElementCapabilities".
—  The value of the ResultClass parameter is set to "CIM_AllocationCapabilities".

The result is a list-of.instances of the CIM_AllocationCapabilities class.

cating

ce
rceType

rce pool
eType

rce pool
erty and

o

tsa

lities

ystem

2) | The client drops instances from the result list of step 1) that have a value for the ResourceType

property that does not match the requested resource type.

The purpase of the following two steps is to further limit the result set from step 2) to thg
stances.of the CIM_AllocationCapabilities class that describe default settings. Default s
are\flagged in the connecting instance of the CIM_ElementCapabilities association that

se in-
bttings
has a

valde of 2 (Default) for the Characteristics property.

3) For each instance of the list resulting from step 2), the client invokes the intrinsic References( )

CIM operation for a list of association instances that refer to the resource pool:

—  The value of the ObjectName parameter refers the instance of the CIM_ResourcePool

class.

—  The value of the ResultClass parameter is set to "CIM_AllocationCapabilities".

The result is a list of instances of the CIM_ElementCapabilities association that associate an in-

stance of the CIM_ResourcePool class that is taken from the result of step 2).
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From the list obtained in step 3), the client drops all elements that meet either of the following
conditions:

— have a value other than 2 (Default) for the Characteristics property

— do not refer to the instance of the CIM_System class that represents the host system
through the ManagedElement property

The list should now contain one instance of the CIM_AllocationCapabilities class that represents
default allocation capabilities for the resource type in question.

The client invokes the intrinsic Associators( ) CIM operation to resolve association for the re-
source pool, as follows:

Result:
source p

In the ex
In the su
SOrs:

6.4.2.12

Assumpg
class the

—  The value of the ObjectName parameter refers to the instance of the
CIM_AllocationCapabilities class selected in step 4).

—  The value of the AssocClass parameter is set to "CIM_ElementCapabilities':
—  The value of the ResultClass parameter is set to "CIM_ResourcePool".

The result is a list of instances of the CIM_ResourcePool class. The size of the listis 1.

[he client knows the instance of the CIM_ResourcePool class that réptresents the default|re-
ool for the requested resource type.

ample shown in Figure 9, allocation capabilities are depicted only for the virtual processar pool.
bsequent description, it is assumed that the client looks for-the default resource pool for proces-

With step 1) of this use case, the client resolvesthe CIM_ElementCapabilities associatipn from
the instance of the CIM_System class that représents the host system (tagged HOST_1)) to in-

stances of the CIM_AllocationCapabilities class. A conformant implementation of the Allpcation

Capabilities Profile (described in clause Z).shows only one associated element for each
resource type.

>

With step 2), the client reduces the result set to the one element that describes allocatia
capabilities processors. This instance is tagged CAP_PROC1.

With steps 3) and 4), the clientfurther reduces the result set to the one instance of the
CIM_AllocationCapabilities.class that represents the system’s default capabilities for reqource
type 3 (Processor).

With step 5), the glient resolves the CIM_ElementCapabilities association in order to obfain the
instance of the/CIM_ResourcePool class that represents the default resource pool for
processors. This'instance is tagged PROC_POOL2.

Determine the resource pool for a resource allocation request or an allocated rgsource

tion:_The client knows a reference to an instance of the CIM_ResourceAllocationSettingPata

tepresents a resource allocation request or allocated resource.

The client invokes the intrinsic Associators( ) CIM operation for a list of allocation capabilities
associated with resource pools hosted by the host system, as follows:

—  The value of the ObjectName parameter is set to refer to the instance of the
CIM_ResourceAllocationSettingData class.

—  The value of the AssocClass parameter is set to "CIM_ResourceAllocationFromPool".
—  The value of the ResultClass parameter is set to "CIM_ResourcePool".

The result is a list of instances of the CIM_ResourcePool class containing one element.
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Result: The client knows the instance of the CIM_ResourcePool class that represents the resource pool
for the resource allocation request or allocated resource.

6.4.2.13

Determine valid settings for a resource type

This use case describes the determination of valid settings for a resource type in the context of either the
system as a whole or one resource pool.

Assumption: The client knows a reference to either of the following instances:

The seq
1)

an instance of the CIM_ResourcePool class that represents a resource pool that is a central in-

stance of a resource allocation DMTF management profile

an instance of the CIM_System class that represents a host system

Llence of activities is as follows:
The client invokes the intrinsic Associators( ) CIM operation as follows:

—  The value of the ObjectName parameter is set to refer to the instance’of the
CIM_ResourcePool class or the CIM_System class.

—  The value of the AssocClass parameter is set to "CIM_ElemeéntCapabilities”.
—  The value of the ResultClass parameter is set to "CIM_AllocationCapabilities"”.

The result is a list of instances of the CIM_AllocationCapabilities class that describe the
capabilities of the input instance.

The client drops from the result of step 1) those instances in which the ResourceType p
designates a resource type other than the requested resource type. This step is require
the starting point of the use case was an instance of the CIM_System class.

At this point the client has a list of instances.of the CIM_AllocationCapabilities class tha
scribe allocation capabilities. The value of the SharingMode property allows a distinctior
between shared and dedicated resources.

The client invokes the intrinsic References( ) CIM operation for a set of instances of the
CIM_SettingsDefineCapabilities*association that each associate one instance of the
CIM_ResourceAllocationSettingData class that describes a limiting aspect (min/max/ing
as follows:

—  The value of thé.ObjectName parameter is set to refer to the instance of the
CIM_AllocationCapabilities class.

—  The value'of the ResultClass parameter is set to "CIM_SettingsDefineCapabilities"
The resultis"a list of instances of the CIM_SettingsDefineCapabilities association.

For eachrinstance that is a result from step 3), the client analyzes the values of the

irrelevant in this case.

roperty
1 only if

de-

rement),

PrapertyPolicy property and the ValueRange property. The value of the ValueRole propégrty is

The property values have the following impact:

—  The value of the PropertyPolicy property is 0 (Independent) for a conformant

implementation of the Allocation Capabilities Profile (described in clause 7) in association

instances that connect a min/max/increment limiting setting.

—  The value of the ValueRange property allows determining the designation of the associated

setting:
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— Avalue of 1 (Minimums) indicates that the referenced instance of the

CIM_ResourceAllocationSettingData class represents a lower limit for the allocation of

resources of the respective resource type.

— Avalue of 2 (Maximums) indicates that the referenced instance of the
CIM_ResourceAllocationSettingData class represents an upper limit for the all
of resources of the respective resource type.

— Avalue of 3 (Increments) indicates that the referenced instance of the

ocation

CIM_ResourceAllocationSettingData class represents an increment for the allocation

of resources of the respective resource type.

Eoraach-accociation-inetance-obtained-inctan-4) tha cliont invakac tha intrincic GCatlne
oot SOOI ST EE-Ootee 1ot T tHE-CHe TV OKEStTHETTH ST ottt

ance( )

Result:

6.4.2.14

The prof

namely the CIM_VirtualSystemSettingData class and the CIM_ResourceAllocationSettingData clg

Instance
these ar
that exte

type-spe
file).

A client §
derived
namely

Assumpg
class-sp

1)
2)

CIM operation for the instance of the CIM_ResourceAllocationSettingData class that de
the respective limitation. The value of InstanceName parameter is set to the valueof the
PartComponent property in the association instance obtained in step 4).

In each case, the result is an instance of the CIM_ResourceAllocationSettingData class
represents a limiting setting.

[he client knows the valid resource settings for the requested resource type.

Determine implementation class specifics

5 of these classes are used to describe requirements ofivirtual systems and virtual resou
b created or modified. An implementation may provide ‘platform-specific implementation ¢
nd these classes (or, for the CIM_ResourceAllocationSettingData class, that extend reso

hould be prepared to deal with these extensions. A client should obtain class information
lasses it deals with, in particular focusing on all class qualifiers and all property qualifiers

the Description qualifier that'grovides a description of the subclass or property

the DisplayName qualifier that provides a name for each subclass or property that is po
known to end-users

tion: The client knows a reference to an instance of the class for which the client wants {
beific information.

The client-extracts the class name from the reference.

The client invokes the intrinsic GetClass( ) CIM operation to obtain a formal class descr
as follows:

scribes

that

le described in this clause specifies the use of classes derived from the CIM_SettingData class,

SS.
rces as
asses
Lirce-

cific extensions specified in a resource-type-spegific resource allocation DMTF managenent pro-

for all

entially

o obtain

ption,

=</ The value of the ClassName parameter is set to the name of the class.

—  The value of the LocalOnly parameter is set to "false".
—  The value of the IncludeQualifiers parameter is set to "true".
—  The value of the IncludeClassOrigin parameter is set to "true".

The result is a description of a CIM class.

Result: The client has a description of the class. The format depends on the CIM client used to issue the
request and is based on the XML class data structure that describes a CIM class as defined in DSP0201.
The description contains the class’s qualifiers, its properties with property qualifiers, and its methods with
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method qualifiers. Inspection of the class description enables the client to create local instances of the
respective implementation class.

6.4.2.15 Determine the implementation class for aresource type

Assumption: The client knows a list of references to instances of the CIM_ResourcePool class that
represent resource pools available at a host system.

1) The client applies use case 6.4.2.13 to obtain a reference to an instance of the
CIM_ResourceAllocationSettingData class that is associated with an instance of the
CIM_ResourcePool class of the requested type through an instance of the
CIM_SettingsDefineCapabilities association with the ValueRole property set to "DEFAU| T".

2) | The client applies use case 6.4.2.14 to obtain class information about that instance.

Result: The client has an implementation class descriptor, which allows the client to analyze the

implemeptation class for its qualifiers, its properties and their qualifiers, and its methods;and their
qualifierg. Further, the client can create local instances of the returned class that may be used as jnput on
methods of the CIM_VirtualSystemManagementService class.

6.4.2.16 Locate virtual systems hosted by a host system

Assumgtion: The client knows a reference to an instance of the CIM_8ystem class that is the ceptral in-
stance of the profile described in this clause and represents a host system (see 6.4.2.4).

e | The client invokes the intrinsic AssociatorNames( ) CIM. operation for the list of virtual systems,
as follows:

—  The value of the ObjectName parameter is\set'to refer to the instance of the CIM_$ystem
class.

—  The value of the AssocClass parameter-is set to "CIM_HostedSystem".
—  The value of the ResultClass parameter is set to "CIM_ComputerSystem".

The result is a list of references to-instances of the CIM_ComputerSystem class.

Result: The client knows a set of references to instances of the CIM_ComputerSystem class that
represerft virtual systems that are hosted by the host system.

6.4.3 | Virtual system definition, modification, and destruction

Generallassumption: The.client knows a reference to an instance of the
CIM_VirfualSystemManagementService class that represents the virtual system management sefvices of
a host system (see 6.4:2.6).

6.4.3.1 Virtual system definition

Virtual system definition is performed using a client-provided configuration, a configuration of an gxisting

rt | $ £ FH thot i + o H Y NH=N 1 28 H 1 toti ki EH £ 4
virtual s ST, A CUTrTmyuTatiomT uTat S StoTC U Wit T U TC T o T Te T iAo, U CUTTToT TatioTt S UT e ST

6.4.3.1.1 Define virtual system based on input and reference virtual system configuration

Assumption: No assumption is made beyond the general assumption specified in 6.4.3.

1) The client invokes the DefineSystem( ) method (see 6.3.2.1) on the virtual system management
service, as follows.

—  The value of the SystemSettings parameter is set to an embedded instance of the
CIM_VirtualSystemSettingData class.
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—  The value of the ResourceSettings|[ ] array parameter is set to an array of embedded in-

stances of the CIM_ResourceAllocationSettingData class.

—  The value of the ReferenceConfiguration parameter is set to refer to a "Reference"
system configuration.

virtual

2) The implementation executes the DefineSystem( ) method. The configuration of the new virtual
system is created according to the client’s requirements. The new virtual system is in the

"Defined" virtual system state.

The value returned in the ResultingSystem parameter refers to an instance of the
CIM_ComputerSystem class.

Result: The client knows a reference to an instance of the CIM_ComputerSystem class that reprelsents

the new irtual system.

Figure 1D shows the representation of a virtual system that was defined using an "Inputvirtual sy
and a "Reference" virtual system configuration.

stem
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INPUT_VSSD : VirtualSystemSettingData
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VirtualSystemldentifier = "VS.*"
VirtualSystemType = NULL

Client
Space

-
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ResourceType = 19 (Storage Extent)
ResourceSubType = NULL
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InstancelD = NULL
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ResourceSubType = NULL
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VS2 : ComputerSystem Space
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VirtualSystemldentifier = "VS2" | VirtualSystemldentifier = "VS2"
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Figure 10 — Virtual system configuration based on input virtual system configurations and

implementation defaults

~/
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The new virtual system is represented by an instance of the CIM_ComputerSystem class that is tagged
VS2. The right side of Figure 10 shows the "Defined" virtual system configuration for the new virtual sys-
tem. It is based on the "Input” virtual system configuration shown at the top of Figure 10. In this example,
it is assumed that the ReferenceConfiguration parameter refers to a virtual system configuration that con-
tains requests for the following resources:

e avirtual processor
e  virtual memory of 1024 MB
e avirtual disk of 1024 MB

processagr as well.

The inpyt virtual system configuration requests 4096 MB of memory. That value is given_preferen¢e over
the valug of 1024 that is specified in the "Reference" configuration.

The inpyt virtual system configuration requests a virtual disk in addition to the one requested by the
"Referer|ce" configuration, resulting in two virtual disks allocated for the new_ virtdal system.

6.4.3.1.2 Define virtual system with implementation-specific properties

Assumgtion: No assumption is made beyond the general assumptiaon‘specified in 6.4.3.

e | The client performs use case 6.4.3.1.1 using an input €onfiguration only. While preparing the
input virtual system configuration, the client applies use case 6.4.2.14 to determine the
implementation class of the CIM_VirtualSystemSettingData class and use case 6.4.2.1§ to

determine the various implementation classes for.the CIM_ResourceAllocationSettingData class
for the required resource types.

The implementation classes may specify additional properties beyond the set that is defined in
the respective base classes. The clientimay use the description information about each|of these
properties that is obtained with the_respective class descriptions to request appropriate yalues
from end users in order to create-yalid instances of the implementation class (thereby dgfining
implementation-specific resource requirements).

Result: The value of the DefinedSystem output parameter refers to an instance of the
CIM_ComputerSystem class that represents the newly created virtual system. The new system is|in the
"Defined' state.

6.4.3.2 Virtual system modification
This subflause desgcribes a set of usecases that modify virtual systems or virtual system configurations.

6.4.3.2.1 Modify virtual system state or definition

Assumgtien: The client knows a reference to an instance of the CIM_ComputerSystem class that
represents a virtual system.

1) The client obtains the instance of the CIM_VirtualSystemSettingData class that represents the
state or definition of virtual aspects of the affected virtual system. (Use cases for the Virtual
System Profile are described in 12.4.)

2) The client makes conformant changes to the instance of the CIM_VirtualSystemSettingData
class. In particular, the client must not modify key properties.

3) The client invokes the ModifySystemSettings( ) method (see 6.3.2.5) on the virtual system
management service. The value of the SystemSettings parameter is the modified instance from
step 2).
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4) The implementation executes the ModifySystemSettings( ) method, and the configuration of the
virtual system is modified according to the clients requirements.

Result: The requested modification is applied to the state or definition of the virtual system.
6.4.3.2.2 Add virtual resources

Assumption: The client knows a reference to an instance of the CIM_VirtualSystemSettingData class
that represents a virtual system configuration.

1) The client locally prepares one or more instances of the CIM_ResourceAllocationSettingData
class to represent the resource allocation requests for the new virtual resources.

2) | The client invokes the AddResourceSettings( ) method (see 6.3.2.3) on the virtual system
management service, as follows:

—  The value of the AffectedConfiguration parameter is set to refer to the instance of the
CIM_VirtualSystemSettingData class that represents the virtual system‘configuratipn that
receives new resources allocations.

—  The value of the ResourceSettings| ] array parameter is set with'each element as gne
embedded instance of the CIM_ResourceAllocationSettingData class prepared in gtep 1).

3) | The implementation executes the AddResourceSettings( ) method, adding the requestef re-
source allocations and resource allocation requests to the vittGal system configuration.

Result: The requested resource allocations or resource allocation requests are configured into the refer-
enced viftual system configuration.

6.4.3.2.3 Modify virtual resource state extension @ virtual resource definition

Assumgtion: The client knows references to one or more instances of the CIM_LogicalDevice class that
represerjt one or more virtual resources.

Alternatiyely the client knows the reference to_aninstance of the CIM_ResourceAllocationSetting[Data
class thdt represents the virtual resource state ‘extensions or virtual resource definitions. In this cgse, the
client wduld obtain the referenced instanee-by using the intrinsic Getinstance( ) CIM operation angl pro-
ceed with step 4).

1) | The client invokes the intrinsic Associators( ) CIM operation for the virtual resource statg exten-
sion as follows:

—  The value ofthe ObjectName parameter is set to refer to the instance of the
CIM_LogicalDevice class.

—  The value of the AssocClass parameter is set to "CIM_SettingsDefineState".
—  The.value of the ResultClass parameter is set to "CIM_ResourceAllocationSetting)ata”.

The result is a list of instances of the CIM_ResourceAllocationSettingData class. The size of the
listis expected to be 1, and that element represents the virtual resource state extension| If the
cifentntends to modify the virtual Tesource state extenston, the clientskipssteps 2yand 3), and
proceeds with step 4). If the client intends to modify the virtual resource definition, the client
continues with step 2).

2) The client invokes the intrinsic References( ) CIM operation for the association instances that
connect the virtual resource definition, as follows:

—  The value of the ObjectName parameter is set to refer to the instance of the
CIM_ResourceAllocationSettingData class that was obtained in step 1).

—  The value of the ResultClass parameter is set to "CIM_ElementSettingData".
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The result is a list of instances of the CIM_ElementSettingData association that connect various
settings to the virtual resource state extension.

3) The client selects from the result set of step 2) the instance in which the IsDefault property has
a value of 1 (Is Default). In that instance, the value of the SettingData property refers to the in-
stance of the CIM_ResourceAllocationSettingData class that represents the virtual resource
definition.

4) The client invokes the intrinsic Getlnstance( ) CIM operation for the setting that represents the
resource allocation definition. The value of the InstanceName parameter is set to the value of
the SettingData property from the instance of the CIM_ElementSettingData association selected
in step 3).

The result is the instance of the CIM_ResourceAllocationSettingData class that represepts the
virtual resource definition.

5) | The client makes conformant changes to the instance of the
CIM_ResourceAllocationSettingData class. In particular, the client must notmodify key proper-
ties.

Eventually the client executes steps 1) to 5) repetitively, preparing a set of resource allogation
change requests that subsequently are applied as one atomic opefation.

6) | The client invokes the ModifyResourceSettings( ) method (see'6.8.2.4) on the virtual system
management service. The values of elements of the ResourceSettings parameter are the
modified instances of the CIM_ResourceAllocationSettingData class that were prepared through
repetitive execution of steps in steps 1) to 5).

7) | The implementation executes the ModifyResourceSettings( ) method, causing the requgsted re-
source allocation changes being applied to resource allocation state extensions or resofyirce
allocation definitions.

Result: The requested resource modifications are:applied to virtual resource state extensions or Yirtual
resource definitions.

Figure 11 shows the representation of a virtual 'system. Initially the virtual system was instantiated accord-
ing to the "Defined" virtual system configuration that is show on the right side. During the activatign of the
virtual system, required resources were-allocated. Virtual resources are represented by instances|of sub-
classes ¢f the CIM_LogicalDevice.class (CIM_Processor, CIM_Memory, or CIM_LogicalDisk in th|s case),
with theif "State" extensions in the\"State" virtual system configuration. Related elements in the viftual
system representation and they!'State" virtual system configuration are associated through instances of
the CIM |SettingsDefineState,association.

Entities that are showniinblue color in Figure 11 are involved in the example of a processor resoyrce
modification that is described following the figure.

Next, the client.applied a resource modification on the allocated processor resource within the virfual sys-
tem’s "S ate configuration The "State" configuration is shown to the left of the "Defined" virtual system

Reservation property to 2 and the value of the Welght property to 200 Then the client called the
ModifyResourceSettings( ) method with the modified instance as the only element value for the
ResourceSettings[ ] array parameter. The execution of that method resulted in another virtual processor
being allocated to the virtual system.

NOTE: Because a change applied to the "State" virtual system configuration is temporary in nature, a recycling of
the virtual system will nullify the change and result in a new "State" virtual system configuration based on the
"Defined" virtual system configuration.
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Figure 11 — Virtual system resource modification

6.4.3.2.4

Delete virtual resources or virtual resource definitions

Assumption: The client has references to one or more instances of the
CIM_ResourceAllocationSettingData class that refer to elements of the "State" or "Defined" virtual system
configuration of one virtual system. Respective use cases for the Virtual System Profile are described in

12.4.
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The client invokes the RemoveResourceSettings( ) method (see 6.3.2.6) on the virtual system
management service. The value of the ResourceSettings| ] array parameter is set with each
element referring to one instance of the CIM_ResourceAllocationSettingData class.

The implementation executes the RemoveResourceSettings( ) method. Either all requested re-
source allocations or resource allocation requests are removed, or none at all.

Result: The referenced virtual resources are removed from their respective virtual system configurations.

6.4.3.3

Destroy virtual system

Assumption: The client knows a reference to an instance of the CIM ComputerSystem class that repre-

sents a

1)

2)

Result:

from the
"Suspen
the defin|

NOTE
instances

6.4.4

This set

Figure 1
associat
applies t

irtual system (see 6.4.2.16).

The client invokes the DestroySystem( ) method on the virtual system management,seryice.
The value of the AffectedSystem parameter is set to refer to the instance of the

CIM_ComputerSystem class that represents the virtual system.

The implementation executes the DestroySystem( ) method.

[he affected virtual system and its virtual resources (together with their definition) are removed
implementation. If the virtual system was in the "Active" state, the "Patised" state, orin the
Hed" state, the running instance of the virtual system and its virtdal resources are removegd before
tion of the virtual system is removed.

Dependencies may exist that may prevent the destruction of a viftual system. For example, if definjitions or
of other virtual systems refer to elements of the virtual system/to be destroyed, the destruction may fail.

Snapshot-related activities

pf use cases describes activities such as the following:
discovering a virtual system snapshot service

inspecting the capabilities of a virtualsystem snapshot service
creating a snapshot from a virtyahsystem

applying a snapshot to a virtual system

analyzing a virtual snapshot

analyzing dependencies among snapshots

locating the mastyrecently captured snapshot

destroying-aisnapshot

P depicts'the CIM representation of a virtual system VS1 and of configurations that are
bd with'the virtual system at time T3. In the example, it is assumed that the implementatign
he'’Single-Configuration Implementation Approach” as described in the Virtual System Pfofile in

clause 1

D

The sequence of events that yield the situation shown in Figure 12 is as follows:

1)

2)
3)

At time TO, the virtual system VS1 is defined. The initial virtual system definition contains virtual
resource allocation requests for one memory extent, one virtual processor, and one virtual disk.

At a time after TO but before T1, the virtual system is activated.

At time T1, a full snapshot S1 is captured of the virtual system. Virtual system definition and
state are copied into the snapshot. A full snapshot includes the "content" of virtual memory and
of virtual disks; a disk snapshot would contain the "content" of virtual disks only.
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4) The virtual system remains active after the snapshot is captured. The virtual system configura-
tion and the "content" of memory and of virtual disks may change in that interval.

5) Atatime after T1 but before T2, snapshot S1 is applied to the virtual system, causing definition
and state to be restored to the situation at time T1.

6) Still at a time before T2, a second virtual disk is dynamically added to the virtual system. Be-
cause in this example the implementation applies the "Single-Configuration Implementation
Approach," this change in effect applies to both virtual system definition and virtual system in-
stance and is visible through the "Single" VS configuration.

7) Attime T2, snapshot S2 is captured of the virtual system. Because at time T2 the virtual system

cnanchat ©1 ic tha lact annlind cnanchat cnanchat ©92 Adanande An cnanchnt ©1
SHAPOHO O T 1otHeTaostappriea PSSt T O PO O S peHaS OrSraporiotoT=

8) | The virtual system remains active after the snapshot is captured. The virtual system"corjfigura-
tion and the "content" of memory and of virtual disks may change in that interval:

9) | At a time after T2 but before T3, snapshot S2 is applied to the virtual system; causing définition
and state to be restored to the situation at time T2, thereby nullifying changes that were|applied
to the virtual system after T2.

10)| At time T3, the situation is as shown in Figure 12.
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Figure 12 — System Virtualization Profile: Snapshot example
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General assumption: The client knows the reference to an instance of the
CIM_VirtualSystemSnapshotService class that represents the virtual system snapshot of a host system
(see 6.4.2.6).

6.4.4.1 Locate virtual system snapshot service

Assumption: The client knows a reference to an instance of the CIM_System class that represents a
host system that is a central instance of the profile described in this clause; see 6.4.2.4.

e  The client invokes the intrinsic AssociatorNames( ) CIM operation as follows:

—  The value of the ObjectName parameter is set to refer to the instance of the CIM_System
class.

—  The value of the AssocClass parameter is set to "CIM_HostedService".

—  The value of the ResultClass parameter is set to "CIM_VirtualSystemSnapshotSeryice".

Result: The client knows a reference to the instance of the CIM_VirtualSystemSnapshotService glass
that represents the virtual system snapshot service serving the host system. If the operation is sugcessful,
the size pf the result set is 1.

In the eample shown in Figure 9, one instance of the CIM_VirtualSystemSnapshotService class gerves
the hostsystem; it is tagged VSSS 1.

6.4.4.2 Determine capabilities of a virtual system snapshof. service

Assumgpgtion: The client knows a reference to an instance ofthe CIM_VirtualSystemSnapshotService
class thdt represents the virtual system snapshot service serving a host system (see 6.4.4.1).

1) | The client invokes the intrinsic Associators( ) CIM operation as follows:

—  The value of the ObjectName parameter is set to refer to the instance of the
CIM_VirtualSystemSnapshotService class.

—  The value of the AssocClass parameter is set to "CIM_ElementCapabilities”.

—  The value of the ResultClass parameter is set to
"CIM_VirtualSystemSnapshotServiceCapabilities".

The result is a list of instances of the CIM_VirtualSystemSnapshotServiceCapabilities class. If
the operation is suceessful, the size of the result set is 1.

2) | The client analyzes)the instance of the CIM_VirtualSystemSnapshotServiceCapabilities|class.

—  The SynchronousMethodsSupported[ ] array property lists identifiers of methods of| the
CIM_VirtualSystemSnapshotServiceCapabilities class that are implemented with
synchronous method execution only.

— (¢~ The AsynchronousMethodsSupported[ ] array property lists identifiers of methods qgf the
CIM_VirtualSystemSnapshotServiceCapabilities class that are implemented with

svnchronous-and asvnchronous-method execution
Y Y

—  The SnapshotTypesSupported[ ] array property lists identifiers designating snapshot types
that are supported by the implementation.

Result: The client knows the virtual-system-snapshot-related capabilities of the host system in terms of
properties of the CIM_VirtualSystemSnapshotServiceCapabilities class.

In the example shown in Figure 9, one instance of the CIM_VirtualSystemSnapshotServiceCapabilities
class is associated with the host system; it is tagged VSSSC_1.
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Create snapshot

Assumption: The client knows a reference to an instance of the CIM_ComputerSystem class that repre-
sents a virtual system hosted by a host system (see 6.4.2.16). The virtual system is active.

1)

The client invokes the CreateSnapshot( ) method on the virtual system snapshot service, as fol-
lows:

—  The value of the AffectedSystem parameter is set to refer to the instance of the
CIM_ComputerSystem class that represents the virtual system.

—  The value of the SnapshotType parameter is set to 2 (Full Snapshot).

2)

Result:
represer

In the ex
virtual sy
Figure 1
current S

6.4.4.4

Assump
represer

Result:

I'ne Implementation executes the Lreatesnapsnot( ) method.

The value returned in the ResultingSnapshot parameter refers to an instance of the
CIM_VirtualSystemSettingData class that represents the new snapshot.

he client knows a reference to the instance of the CIM_VirtualSystemSettingData class that
ts the created virtual system snapshot.

ample shown in Figure 12, two instances of the CIM_VirtualSystemSettingData class represent
stem snapshots S1 and S2 taken at times T1 and T2. Although theSittation captured in
P shows the situation at T3, a snapshot taken at T3 would look identical to S2 (because the
ystem at time T3 is unchanged with respect to S2).

Locate snapshots of a virtual system

—

tion: The client knows a reference to an instance of thé CIM_ComputerSystem class tha
ts a virtual system (see 6.4.2.16).

The client invokes the intrinsic Associators()>CIM operation for the list of snapshots, as follows:

—  The value of the ObjectName parameter is set to refer to the instance of the
CIM_ComputerSystem class.

—  The value of the AssocClass parameter is set to "CIM_SnapshotOfVirtualSystem".
—  The value of the ResultClass parameter is set to "CIM_VirtualSystemSettingData".

The result is a list of instances of the CIM_VirtualSystemSettingData class.

ing a vi

In the e
CIM_Vi

6.4.4.5

he client knows a setof‘instances of the CIM_VirtualSystemSettingData class, each represent-
al system snapshot taken from the virtual system.

mple shown in Figure 12, the instances tagged VS_S1 and VS1_S2 of the
ualSystemS8ettingData class represent snapshots S1 and S2.

Locate the source virtual system of a snapshot

Assumgtiof: The client knows the reference to an instance of the CIM_VirTuaISystemSettingDataIa class

that representsa virtuatsystenrsmapshot:

The client invokes the intrinsic AssociatorNames( ) CIM operation for the source virtual system
as follows:

—  The value of the ObjectName parameter is set to refer to the instance of the
CIM_VirtualSystemSettingData class.

—  The value of the AssocClass parameter is set to "CIM_ElementSettingData".

—  The value of the ResultClass parameter is set to "CIM_ComputerSystem".
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The result is a list of references to instances of the CIM_ComputerSystem class. The size of the

listis 1.

Result: The client knows a reference to an instance of the CIM_ComputerSystem class that represents
the virtual system that was the source for the snapshot.

NOTE

At this time the present configuration of the virtual system may be completely different from the

configuration that was captured in the snapshot.

In the example shown in Figure 12, the instance of class CIM_ComputerSystem tagged VS1 is the source
of snapshots S1 and S2, represented by instances of the CIM_VirtualSystemSettingData class tagged
VS_S1 and VS_S2.

6.4.4.6

Assumpg
system (

Result:
tual syst

In the ex
tagged \{
because]
to or cre

6.4.4.7

Assumpg
that repr

Locate the most current snapshot in a branch of snapshots

tion: The client knows an instance of the CIM_ComputerSystem class that represents a
5ee 6.4.2.16).

The client invokes the intrinsic Associators( ) CIM operation for the most eurrent snapsh
current branch of virtual snapshots, as follows:

—  The value of the ObjectName parameter is set to refer to the\irstance of the
CIM_ComputerSystem class.

—  The value of the AssocClass parameter is set to "CIM_MostCurrentSnapshotinBra
—  The value of the ResultClass parameter is set to JCIM_VirtualSystemSettingData".

The result is a list of instances of the CIM_VirtualSystemSettingData class. The size of
1.

he client knows an instance of the CIM_VirtualSystemSettingData class that represents
bm snapshot that is the most current snapshet’in the current branch of snapshots.

ample shown in Figure 12, the instance of the CIM_VirtualSystemSettingData class that
S1_2 represents the most current snapshot in the current branch of snapshots. This is th
that snapshot was applied most.recently to the virtual system and no other snapshot wa
bted from the virtual system since“then.

Locate dependent shapshots

tion: The client knows a reference to an instance of the CIM_VirtualSystemSettingData
bsents a virtual system snapshot (see 6.4.4.4).

The client invokes the intrinsic AssociatorNames( ) CIM operation for the list of depende
shots as follows:

—  Jhevalue of the ObjectName parameter is set to refer to the instance of the
CIM_VirtualSystemSettingData class.

virtual

ot in the

hch".

he list is

the vir-

S
e case
5 applied

tlass

nt snap-

=" The value of the AssocClass parameter is set to "CIM _Dependency"

—  The value of the ResultClass parameter is set to "CIM_VirtualSystemSettingData".
—  The value of the Role parameter is set to "Antecedent".

—  The value of the ResultRole parameter is set to "Dependent"”.

The result is a list of references to instances of the CIM_VirtualSystemSettingData class.
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Result: The client knows a set of instances of the CIM_VirtualSystemSettingData class that represent vir-
tual system snapshots that depend on the input virtual system snapshot. The set may be empty, indicating

that no d

ependent snapshots exist.

In the example shown in Figure 12, the instance tagged VS_S2 represents snapshot S2, which is

depende

6.4.4.8

nt on snapshot S1, which is represented by the instance tagged VS_S1.

Locate parent snapshot

Assumption: The client knows a reference to an instance of the CIM_VirtualSystemSettingData class
that represents a virtual system snapshot (see 6.4.4.4).

Result:

ent virtugl system snapshot of the input virtual system snapshot. The set may be empty, indicating

parent s

In the ex
ent of sn

6.4.4.9

Assump
that repr
stance o
snapsho

1)

2)

The client invokes the intrinsic AssociatorNames( ) CIM operation for the parent snapsh
lows:

—  The value of the ObjectName parameter is set to refer to the instance of the
CIM_VirtualSystemSettingData class that represents the virtual systemcsnapshot.

—  The value of the AssocClass parameter is set to "CIM_Dependency'.

—  The value of the ResultClass parameter is set to "CIM_VirtualSystemSettingData".
—  The value of the Role parameter is set to "Dependent".

—  The value of the ResultRole parameter is set to "Antecedent".

The result is a list of references to instances of the CIM_VirtualSystemSettingData class
represent virtual system snapshots. The list has a siz€.of 1 or 0.

he client knows the instance of the CIM_VirtualSystemSettingData class that represents

napshots exist.

ample shown in Figure 12, the instance tagged VS_S1 represents snapshot S1, which is
apshot S2, which is represented by therinstance tagged VS_S2.

Apply snapshot

tion: The client knows a refefence to an instance of the CIM_VirtualSystemSettingData
bsents a virtual system snapshot (see 6.4.4.3 or 6.4.4.4). The client knows a reference tg
f the CIM_ComputerSystem class that represents the virtual system that was the source
| (see 6.4.4.5). The virtual system is active.

The client invokesthe ApplySnapshot( ) method on the virtual system snapshot service.
value of the Snapshot parameter is set to refer to the instance of the
CIM_VirtyalSystemSettingData class that represents the snapshot.

The snapshot is applied into the active virtual system as follows:

a), “~The virtual system is deactivated. This implies a disruptive termination of the softw

bt as fol-

that

the par-
that no

the par-

lass
the in-
for the

The

hre that

may be active in the instance of the virtual system.

b) The virtual system is reconfigured according to the virtual system snapshot. For a disk

snapshot, this applies to the disk resources only.

c) If the applied snapshot is a full snapshot, all stateful resources like memory and disk are

restored to the situation that was captured in the snapshot. If the applied snapshot
snapshot, only disk resources are restored.

is a disk

d) The virtual system is activated. If the applied snapshot is a full snapshot, the virtual system
starts from the situation that was captured by the full snapshot. If the applied snapshot was

a disk snapshot, a normal virtual system activation occurs.
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Result: The virtual system is restored to the situation that was in place when the snapshot was taken.

In the example shown in Figure 12, the situation is depicted at time T3, immediately after the activation of

shapsho

6.4.4.10

t S2 within virtual system VS1.

Destroy snapshot

Assumption: The client knows the reference to an instance of the CIM_VirtualSystemSettingData class
that represents a virtual system snapshot (see 6.4.2.16).

1)

2)

Result:

6.5 C

Table 62
CIM elen
referenc

Subclau

The client invokes the DestroySnapshot( ) method on the virtual system management service.
The value of the Snapshot parameter is set to refer to the instance of the

The snapshot is removed from the implementation.

M elements

bd element and its sub-elements apply.

CIM_VirtualSystemSettingData class that represents the snapshot.

'he snapshot no longer exists within the implementation.

lists CIM elements that are defined or specialized for the profile deseribed in this clause.
nent shall be implemented as described in Table 62. The CIM Schema descriptions for any

Table 62 — CIM Elements: System Virtualization Profile

Each

bes 6.2 ("Implementation™) and 6.3 ("Methods") may impose,additional requirements on these
elements.

Elemenf name Requirement Description
CIM_AffectedJobElement Conditional See 6.5.1.
CIM_Cdncretedob Conditional See 6.5.2.
CIM_D¢gpendency Conditional See 6.5.3.
CIM_Elg¢mentCapabilities (Host system) Mandatory See 6.5.4.
CIM_ElementCapabilities (Virtual systemti.management service) Mandatory See 6.5.5.
CIM_Elg¢mentCapabilities (Virtual system snapshot service) Conditional See 6.5.6.
CIM_El¢mentCapabilities (Snapshots of virtual systems) Conditional See 6.5.7.
CIM_Elg¢mentConformsToProfile Mandatory See 6.5.8.
CIM_HdstedDependengy. Mandatory See 6.5.9.
CIM_HdstedService (Virtual system management service) Conditional See 6.5.10.
CIM_HdstedService' (Virtual system snapshot service) Conditional See 6.5.11.
CIM_LaptAppliedSnapshot Conditional See 6.5.12.
CIM_MasiCurrentSnapshotinBranch Conditional See 6.5.13
CIM_ReferencedProfile Conditional See 6.5.14.
CIM_RegisteredProfile Mandatory See 6.5.15.
CIM_ServiceAffectsElement (Virtual system management service) | Conditional See 6.5.16.
CIM_ServiceAffectsElement (Virtual system snapshot service) Conditional See 6.5.17.
CIM_SnapshotOfVirtualSystem Conditional See 6.5.18.
CIM_System Mandatory See 6.5.19.
CIM_VirtualSystemManagementCapabilities Mandatory See 6.5.20.
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Element name Requirement | Description
CIM_VirtualSystemManagementService Conditional See 6.5.21.
CIM_VirtualSystemSettingData (Input) Conditional See 6.5.22.
CIM_VirtualSystemSettingData (Snapshot) Conditional See 6.5.23.
CIM_VirtualSystemSnapshotCapabilities Conditional See 6.5.24.
CIM_VirtualSystemSnapshotService Optional See 6.5.25.
CIM_VirtualSystemSnapshotServiceCapabilities Conditional See 6.5.26.
6.5.1 | CIM_AffectedJobElement

The imp

Conditio
property

If the CIN
An implég
CIM_Co
CIM_Co

Table 63

ementation of the CIM_ AffectedJobElement association is conditional.

of the CIM_VirtualSystemManagementCapabilities class is implemented.

ncreteJob class that represents an asynchronous task and an instance of the
mputerSystem class that represents a virtual system that isaffected by its execution.

contains the requirements for elements of this association.

Table 63 — Association: CIM_AffectedJobElement

I _AffectedJobElement association is implemented, the provisions in this subclause apply.

mentation shall use the CIM_AffectedJobElement association to-associate an instance of

n: A non-NULL value for at least one element of the AsynchronousMethodsSupported| ] array

the

Elements Requirement Notes
AffectedElement Mandatory Key: See 6.3.1.2.
Cardinality: *
AffectingElement Mandatory Key: See 6.3.1.2.
Cardinality: 1
Elemen{Effects| ] Mandatory See 6.3.1.2.
6.5.2 | CIM_Concretedob
The implementation of'the CIM_ConcreteJob class is conditional.
Conditiop: A non{NULL value for at least one element of the AsynchronousMethodsSupported[ ] array
property|of thesGIM_VirtualSystemManagementCapabilities class is implemented.

If the CII

I Concretedob class is implemented, the provisions in this subclause apply.

An implementation shall use an instance of the CIM_ConcreteJob class to represent an asynchronous

task.
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Table 64 contains requirements for elements of this class.

Table 64 — Class: CIM_ConcreteJob

Elements Requirement Notes
InstancelD Mandatory Key
JobState Mandatory See 6.3.1.2.
TimeOfLastStateChange Mandatory See 6.3.1.2.

6.5.3 | CIM_Dependency

The implementation of the CIM_Dependency association is conditional.

Conditiop: Virtual system snapshots are implemented; see 6.2.7.1.2.

If the CIM_Dependency association class is implemented, the provisions in this'subclause apply.

An implgmentation shall use an instance of the CIM_Dependency association’to associate an ins

the CIM | VirtualSystemSettingData class that represents a parent snapshot and an instance of thg

CIM_VirfualSystemSettingData class that represents a dependent snapshot.

Table 65|contains requirements for elements of this class.

Table 65 — Class: CIM_Dependency Class

ance of

Elements Requirement Notes

Antecedent Mandatory Key: Reference to an instance of the CIM_VirtuplSys-
temSettingData class that represents a parent shapshot
Cardinality: 0..1

Dependgnt Mandatory Key: Reference to an instance of the CIM_VirtuplSys-

temSettingData class that represents a dependg
snapshot

Cardinality: 0..1

nt

6.5.4 | CIM_ElementCapabilities (host system)

An implgmentation‘shall use an instance of the CIM_ElementCapabilities association to associate
stance of the CIM_System class that represents a host system with an instance of the
CIM_VirFaISystemManagementCapabiIities class that describes the virtual system management

ties of the Host'system.

an in-

capabili-
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contains requirements for elements of this association.

Table 66 — Association: CIM_ElementCapabilities (host system)

Elements Requirement Notes

ManagedElement Mandatory Key: Reference to instance of the CIM_System class
that represents a host system
Cardinality: 1

Capabilities Mandatory Key: Reference to an instance of the CIM_VirtualSys-

temManagementCapabilities class that describd
capabilities of a host system

Cardinality: 1

s the

6.5.5

The imp
service i

Conditio
[ ]

If the CIN
the prov

An implg
stance 0
service V
of the vir

Table 67|

ementation of the CIM_ElementCapabilities association for the virtual'system managems
5 conditional.

n: Any of the following is implemented:

l_ElementCapabilities association is implemgnted for the virtual system management se
sions in this subclause apply.

f the CIM_VirtualSystemManagementService class that represents a virtual system manza
vith an instance of the CIM_VirtudlSystemManagementCapabilities that describes the capabilities
tual system management service.

CIM_ElementCapabilities (virtual system management service)

Virtual system definition and destruction (see 6.2.4.6.1)
Virtual resource addition and removal (see 6.2.4.6.2)

Virtual system and resource modification (see 6.2.4.6.3)

mentation shall use an instance of the;CIM_ElementCapabilities association to associate

contains requirements for elements of this association.

Table 67 — Assoecjation: CIM_ElementCapabilities (virtual system management)

Fvice,

anin-
gement

Elemen

S Requirement Notes

Manage

dElement Mandatory Key: Reference to instance of the
CIM_VirtualSystemManagementService class

Cardinality: 0..1

Capabili

fies Mandatory Key: Reference to an instance of the

Cardinality: 1

CIM_VirtualSystemManagementCapabilities class

6.5.6

CIM_ElementCapabilities (virtual system snapshot service)

The implementation of the CIM_ElementCapabilities association for the virtual system snapshot service is
conditional.

Condition: Virtual system snapshots are implemented; see 6.2.7.1.2.
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If the CIM_ElementCapabilities association is implemented for the virtual system snapshot service, the
provisions in this subclause apply.

An implementation shall use an instance of the CIM_ElementCapabilities association to associate an in-
stance of the CIM_VirtualSystemSnapshotService class that represents a virtual system snapshot service
with an instance of the CIM_VirtualSystemSnapshotServiceCapabilities class that describes the capabili-
ties of the virtual system snapshot service.

Table 68 contains requirements for elements of this association.

Table 68 — Association: CIM_ElementCapabilities (snapshot service)

Elemengs Requirement Notes

ManagedElement Mandatory Key: Reference to an instance of the
CIM_VirtualSystemSnapshotService class that fepre-
sents a virtual system snapshot sefvice

Cardinality: 1

Capabilities Mandatory Key: Reference to the instance of the
CIM_VirtualSystemSnapshotServiceCapabilitieg class
that represents the capabilities of the virtual system

snapshot service

Cardinality: 1

6.5.7 | CIM_ElementCapabilities (snapshots of virtual systems)

The implementation of the CIM_ElementCapabilities association for the virtual systems snapshotg is

conditional.
Conditiop: Virtual system snapshots are implemented; see 6.2.7.1.2.

If the CIM_ElementCapabilities association issimplemented for virtual systems snapshots, the proyisions
in this sybclause apply.

The implementation shall use an instance of the CIM_ElementCapabilities association to associate in-
stances pf the CIM_VirtualSystemSnapshotCapabilities class with those instances of the
CIM_ComputerSystem class that.represent a virtual system to which the capabilities apply.

Table 69| contains requirements for elements of this association.

Table 69 ~Association: CIM_ElementCapabilities (snapshots of virtual systems)

Elements Requirement Notes

ManagedElement Mandatory Key: Reference to an instance of the
CIM_ComputerSystem class that represents a yirtual
system
Cardinality: *

Capabilities Mandatory Key: Reference to the instance of the

CIM_VirtualSystemSnapshotCapabilities class that de-
scribes the current applicability of snapshot related
services to the virtual system

Cardinality: 1
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6.5.8 CIM_ElementConformsToProfile

An implementation shall use an instance of the CIM_ElementConformsToProfile association to associate
an instance of the CIM_RegisteredProfile class that represents an implementation of the profile described
in this clause with instances of the CIM_System class that represent a host system that is a central and
scoping instance of the profile described in this clause.

Table 70 contains requirements for elements of this association.

Table 70 — Association: CIM_ElementConformsToProfile

Elemengs Reguirement Notes

ConfornjantStandard Mandatory Key: Reference to an instance of the CIM_Registered-
Profile class that represents an implementation pf the
profile described in this clause

Cardinality: 1

ManagedElement Mandatory Key: Reference to an instance of the CIM_ Sysfem
class that represents a host system

Cardinality: *

6.5.9 | CIM_HostedDependency

An implgmentation shall use an instance of the CIM_HostedDépendency association to associatd an
instance|of the CIM_System class that represents a host system with each instance of the CIM_Qomput-
erSystem class that represents a virtual system hosted by the host system.

Table 71|contains requirements for elements of this asSociation.

Table 71 — Association: CIM_HostedDependency

Elements Requirement Notes

Antecedent Mandatoty. Key: Reference to an instance of the CIM_System
class that represents a host system
Cardinality: 1

Dependgnt Mandatory Key: Reference to an instance of the
CIM_ComputerSystem class that represents a yirtual
system
Cardinality: *

6.5.10 | CIM/HostedService (virtual system management service)

The implementation of the CIM_HosiedService associafion for the virtual system management service is
conditional:

Condition: Any of the following is implemented:
e Virtual system definition and destruction (see 6.2.4.6.1)
e  Vvirtual resource addition and removal (see 6.2.4.6.2)

e Virtual system and resource modification (see 6.2.4.6.3)

If the CIM_HostedService association is implemented for the virtual system management service, the
provisions in this subclause apply.
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The implementation shall use an instance of the CIM_HostedService association to associate an instance
of the CIM_System class that represents a host system and the instance of the CIM_VirtualSystem-
ManagementService class that represents the virtual system management service that is hosted by a
host system.

Table 72 contains requirements for elements of this association.

Table 72 — Association: CIM_HostedService (virtual system management service)

Elements Requirement Notes

Antecedent Mandatory Key: Reference to an instance of the CIM_System
class that represents a host system
Cardinality: 1

Dependpnt Mandatory Key: Reference to an instance of the

CIM_VirtualSystemManagementSérvjce class that
represents a virtual system mapagement servicg

Cardinality: 0..1

6.5.11 | CIM_HostedService (virtual system snapshot service)
The implementation of the CIM_HostedService association is conditianal.
Conditiop: Virtual system snapshots are implemented; see 6.277,1.2.

If the CIM_HostedService association is implemented for the 'virtual system snapshot service, the
provisions in this subclause apply.

The implementation shall use an instance of the CIM *HostedService association to associate an |nstance
of the Crll\/I_ComputerSystem class that represents a host system and the instance of the
CIM_VirfualSystemSnapshotService class that4epresents the virtual system snapshot service.

Table 73| contains requirements for elements of this association.

Table 73 — Association . €CIM_HostedService (virtual system snapshot service)

Elements Requirement Notes

Antecedent Mandatory Key: Reference to an instance of the CIM_Systeém
class that represents a host system
Cardinality: 1

Dependpnt Mandatory Key: Reference to an instance of the

CIM_VirtualSystemSnapshotService class that fepre-
sents a virtual system snapshot service

Yl P~ Lt 0O 4
cararrarty .ot

6.5.12 CIM_LastAppliedSnapshot
The implementation of the CIM_LastAppliedSnapshot association is conditional.
Condition: Virtual system snapshots are implemented; see 6.2.7.1.2.

If the CIM_LastAppliedSnapshot association is implemented, the provisions in this subclause apply.
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An implementation shall use an instance of the CIM_LastAppliedSnapshot association to associate an in-
stance of the CIM_ComputerSystem class that represents a virtual system and the instance of the

CIM_VirtualSystemSettingData class that represents the virtual system snapshot that was last applied to
the virtual system.

Table 74

contains requirements for elements of this association.

Table 74 — Association: CIM_LastAppliedSnapshot

Elements Requirement Notes

Anteced

ent Mandatory Key: Reference to an instance of the

CIM_VirtualSystemSettingData class that repre
virtual system snapshot

Cardinality: 0..1

ents a

Depend

Ent Mandatory Key: Reference to the instance of the
CIM_ComputerSystem class thatrepresents thq
system

Cardinality: 0..1

virtual

6.5.13
The imp
Conditio

If the CIN
apply.

An implg
associat
instance
branch @
stance 0

Table 75

CIM_MostCurrentSnapshotinBranch
ementation of the CIM_MostCurrentSnapshotinBranch association is conditional.
n: Virtual system snapshots are implemented; see 6.2.7.1.2.

I MostCurrentSnapshotinBranch association is\implemented, the provisions in this subc|

mentation shall use an instance of the CIM_MostCurrentSnapshotinBranch association {
b an instance of the CIM_ComputerSystem class that represents a virtual system and the
of the CIM_VirtualSystemSettingData class that represents the most current snapshot in
f virtual system snapshots. The most current snapshot in a branch of snapshots related t
f a virtual system is the younger-of the following snapshots:

the snapshot that was most recently captured from the virtual system instance

the snapshot that was.last applied to the instance

contains requiréments for elements of this association.

Table 75 — Association: CIM_MostCurrentSnapshotinBranch

ause

D an in-

Elemen

S Requirement Notes

Anteced

ent Mandatory Key: Reference to the instance of the

CH—ComputerSystem-class-thatrepresentsthe
IM_GemputerSy

system

Cardinality: 0..1

 virtual

Dependent Mandatory Key: Reference to an instance of the
CIM_VirtualSystemSettingData class that represents a

virtual system snapshot
Cardinality: 0..1
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6.5.14 CIM_ReferencedProfile

The implementation of the CIM_ReferencedProfile association is conditional.

Condition: Resource virtualization profiles such as the Generic Device Resource Virtualization Profile
described in clause 13 are implemented as scoped profiles.

If the CIM_ReferencedProfile association is implemented, the provisions in this subclause apply.

An implementation shall use an instance of the CIM_ReferencedProfile association to associate an in-
stance of the CIM_RegisteredProfile class that represents an implementation of the profile described in
this clause and any instance of the CIM_RegisteredProfile class that represents an implementation of a

resourcq allocation DMTF management profile that describes virtual resource allocation that is

implemepted by the implementation.

Table 76[contains requirements for elements of this association.

Table 76 — Association: CIM_ReferencedProfile

Elements Requirement Notes
Antecedent Mandatory Key: Reference to an-instance of the
CIM_RegisteredProfile that represents an implementa-
tion of the profile‘described in this clause
Cardinality: 1
Dependgnt Mandatory Key: Reference to an instance of the
CIM_RegisteredProfile class that represents anfimple-
mentation of a resource allocation profile
Cardinality: *
6.5.15 | CIM_RegisteredProfile
An implgmentation shall use an instance:0fthe CIM_RegisteredProfile class to represent an
implementation of the profile described\in this clause.
Table 77|contains requirements for elements of this class.
Table 77 — Class: CIM_RegisteredProfile
Elements Requirement Notes
InstancgID Mandatory Key
Registe1ed0rganization Mandatory Shall be set to "DMTF".
Registe*edName Mandatory Shall be set to "System Virtualization".
N .
RegisteredVersion Mandatory Shall be Set to the version of the profiie described in
this clause ("1.0.0").

6.5.16 CIM_ServiceAffectsElement (virtual system management service)

The implementation of the CIM_ServiceAffectsElement association for the virtual system management

service is conditional.

Condition: Any of the following is implemented:
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Virtual system definition and destruction (see 6.2.4.6.1)
Virtual resource addition and removal (see 6.2.4.6.2)

Virtual system and resource modification (see 6.2.4.6.3)

2

If the CIM_ServiceAffectsElement association is implemented for the virtual system management service,
the provisions in this subclause apply.

The implementation shall use an instance of the CIM_ServiceAffectsElement association to associate an
instance of the CIM_VirtualSystemManagementService class that represents a virtual system manage-

ment service and any instance of the CIM_ComputerSystem class that represents a virtual system that is
manage@by that virtuat systenTmmanmagement Service:

Table 78| contains requirements for elements of this association.

Taljle 78 — Association: CIM_ServiceAffectsElement (virtual system management serv|ce)
Elements Requirement Notes
AffectedElement Mandatory Key: Reference to instance of the CIM_CompuferSys-
tem class that represents.a managed virtual sygtem
Cardinality: *
AffectingElement Mandatory Key: Reference to an instance of the CIM_VirtualSys-

system mahagement service

Cardinality: 0..1

temManagementService class that represents g virtual

6.5.17
The imp
Conditio

CIM_ServiceAffectsElement (virtualisystem snapshot service)
ementation of the CIM_ServiceAffectsElement association is conditional.

n: Virtual system snapshots are implemented; see 6.2.7.1.2.

If the CIM_ServiceAffectsElement association is implemented for the virtual system snapshot ser
provisions in this subclause apply,

The imp
instance

service With the following’instances:

any instance-of the CIM_ComputerSystem class that represents a virtual system that is
aged by-that virtual system management service

shot

ice, the

ementation shall use an instance of the CIM_ServiceAffectsElement association to assogiate an
of the CIM_VirtualSystemSnapshotService class that represents a virtual system managgment

man-

any-instance of the CIM_VirtualSystemSettingData class that represents a virtual system snap-
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Table 79 contains requirements for elements of this association.

Table 79 — Association: CIM_ServiceAffectsElement

Elements Requirement Notes

AffectedElement Mandatory Key: Reference to instance of the CIM_ComputerSys-
tem class that represents a virtual system or the
CIM_VirtualSystemSettingData class that represents a
managed snapshot

| Cardinality: *

Affectingl;EIement Mandatory Key: Reference to an instance of the CIM_VirttalSys-
temManagementService class that represents g virtual
system snapshot service
Cardinality: 0..1

6.5.18 | CIM_SnapshotOfVirtualSystem

The implementation of the CIM_SnapshotOfVirtualSystem association is(cgnditional.

Conditiop: Virtual system snapshots are implemented; see 6.2.7.1.2

If the CIM_SnapshotOfVirtualSystem association is implemented; the provisions in this subclause] apply.
An implgmentation shall use an instance of the CIM_SnapshotOfVirtualSystem association to asspociate
an the instance of the CIM_ComputerSystem class that represents the virtual system that was thg source

for the virtual system snapshot and the instance of the,CIM_VirtualSystemSettingData class that fepre-

sents a gnapshot of the virtual system

Table 80| contains requirements for elements ofthis association.

Table 80 — Association: CIM_SnapshotOfVirtualSystem

temSettingData class that represents a virtual s
shapshot

Cardinality: *

Elements Requirement Notes

Antecedent Mandatory Key: Reference to the instance of the CIM_Conpputer-
System class that represents the source virtual fystem
Cardinality: 0..1

Dependpnt Mandatory Key: Reference to an instance of the CIM_VirtuplSys-

stem

6.5.19 CIM_System

An implementation shall use an instance of a concrete subclass of the CIM_System class to represent a

host system.

Table 81 contains requirements for elements of this class.
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Table 81 — Class: CIM_VirtualSystemManagementCapabilities

Elements Requirement Notes
CreationClassName Mandatory Key
Name Mandatory Key

6.5.20 CIM_VirtualSystemManagementCapabilities

An implementation shall use an instance of the CIM_VirtualSystemManagementCapabilities class to

bl H N l 4 4. laalids £ 1o 4 4
representue - virtaarsystenmmmamagementcapadtitesS ora nostsSysten:

Table 82| contains requirements for elements of this class.

Table 82 — Class: CIM_VirtualSystemManagementCapabilities

Elements Requirement Notes

InstancgID Mandatory Key

VirtualSystemTypesSupported] ] Optional See 6.2.4.2.

SynchrgnousMethodsSupported] ] Optional See 6.2.43

AsynchronousMethodsSupported[ ] | Optional See 6:2:4.4.

IndicatignsSupported][ ] Optional See 6.2.4.5.
6.5.21 | CIM_VirtualSystemManagementService

The implementation of the CIM_VirtualSystemManagementService class is conditional.

Conditiop: Any of the following is implemented:

e | Virtual system definition and desthuction (see 6.2.4.6.1)
¢ | Virtual resource addition and removal (see 6.2.4.6.2)

e | Virtual system and resource modification (see 6.2.4.6.3)

If the CIM_VirtualSystemManagementService class is implemented, the provisions in this subclayse

apply.

An implgmentation shall'use an instance of the CIM_VirtualSystemManagementService class to
represert the virtual'system management service provided by one host system.

Table 83| contaihs requirements for elements of this class.

Table-83—Class—CiM M irtualSystemMaragementSeriee————

Elements Requirement Notes
CreationClassName Mandatory Key
Name Mandatory Key
SystemCreationClassName Mandatory Key
SystemName Mandatory Key
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Elements Requirement Notes

AddResourceSettings( ) Conditional See 6.3.2.3.
DefineSystem() Conditional See 6.3.2.1.
DestroySystem( ) Conditional See 6.3.2.2.
ModifyResourceSettings( ) Conditional See 6.3.2.4.
ModifySystemSettings( ) Conditional See 6.3.2.5.
RemoveResourceSettings( ) Conditional See 6.3.2.6.

6.5.22 | CIM_VirtualSystemSettingData (input)

The implementation of the CIM_VirtualSystemSettingData class for input is conditional.

Conditiop: Any of the following is implemented:

o | Virtual system definition and destruction (see 6.2.4.6.1)

e | Virtual resource addition and removal (see 6.2.4.6.2)

e | Virtual system and resource modification (see 6.2.4.6.3)

If the CIM_VirtualSystemSettingData class is implemented for input)the provisions in this subclau

apply.

An instance of the CIM_VirtualSystemSettingData class shallbe used to represent input data for & virtual
system’q definitions and modifications.

Table 84| contains requirements for elements of this.class.

Table 84 — Class: CIMVirtualSystemSettingData (input)

Elements Requirement Notes

InstancgID Mandatory. Key (Input): See 6.2.5.1.
Elemen{Name Optional See 6.2.5.2.
VirtualSystemldentity Optional See 6.2.5.3.
VirtualSystemType Optional See 6.2.5.4.

6.5.23 | CIM_VirtualSystemSettingData (snapshot)

The implementation of the CIM_VirtualSystemSettingData class for the representation of snapshd
tual systems is conditional.

ts of vir-

Condition: Virtual system snapshots are implemented; see 6.2.7.1.2.

If the CIM_VirtualSystemSettingData class is implemented for the representation of snapshots, the
provisions in this subclause apply.

An instance of the CIM_VirtualSystemSettingData class shall be used to represent snapshots of virtual

systems.

Table 85 contains requirements for elements of this class.
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Table 85 — Class: CIM_VirtualSystemSettingData (Snapshot)

Elements Requirement Notes

InstancelD Mandatory Key

Caption Optional See CIM Schema.

Description Optional See CIM Schema.

ElementName Optional See CIM Schema.

VirtualSystemldentifier Optional See CIM Schema.

VirtualSystemType Optional See CIM Schema.

Notes Optional See CIM Schema.

Creation)Time Mandatory The value shall reflect the creation time of the,shapshot.

ConfigufationID Optional See CIM Schema.

ConfigufationDataRoot Optional See CIM Schema.

ConfigufationFile Mandatory This element shall have a value of NULL.

Snapsh¢tDataRoot Mandatory This element shall have a valueyof NULL.

Suspeng@iDataRoot Optional See CIM Schema.

SwapFileDataRoot Mandatory This element shall have-a value of NULL.

LogDatgRoot Optional See CIM Schemat

AutomaticStartupAction Mandatory This elementsshall have a value of NULL.

AutomaticStartupActionDelay Mandatory This element/shall have a value of NULL.

AutomaticStartupActionSequen | Mandatory This element shall have a value of NULL.

ceNumBber

AutomaticShutdownAction Mandatory Ahis element shall have a value of NULL.

AutomaticRecoveryAction Mandatory This element shall have a value of NULL.

RecoveryFile Mandatory This element shall have a value of NULL.

NOTE: Elements marked as mandatory but with a required value of NULL shall in effect not be implemented. Respectivd
information applies to the virtual system as.a whole, not just to a particular snapshot, and is covered by the instgnce of
the CIM_VirtualSystemSettingData class-in the "State" and the "Defined" virtual system configuration.

6.5.24 | CIM_VirtualSystemSnapshotCapabilities

The implementation of the EIM_VirtualSystemSnapshotCapabilities class is optional.

If the CIM_VirtualSystemSnapshotCapabilities class is implemented, the provisions in this subclalise
apply.

The implementation of the optional CIM_VirtualSystemSnapshotCapabilities class is specified only if vir-
tual system.snapshots are implemented; see 6.2.7.1.2.

An instance of the CIM_VirtualSystemSnapshotCapabilities class may be used to represent the current
applicability of snapshot-related services to one virtual system.

Table 86 contains requirements for elements of this class.
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Table 86 — Class: CIM_VirtualSystemSnapshotCapabilities

Elements Requirement Notes
InstancelD Mandatory Key
SnapshotTypesEnabled] ] Mandatory See 6.2.7.5.1.
GuestOSNotificationEnabled] ] Optional See 6.2.7.5.2.

6.5.25 CIM_VirtualSystemSnapshotService

The implementation of the CIM_VirtualSystemSnapshotService class is optional.

If the CIM_VirtualSystemSnapshotService class is implemented, the provisions in this subelatise

If the CIM_VirtualSystemSnapshotService class is implemented, this indicates the presehce of th

port of virtual system snapshots (see 6.2.7.1.2).

An instance of the CIM_VirtualSystemSnapshotService class shall be used to represent the virtus

snapshof service available at a host system.

Table 87|contains requirements for elements of this class.

Table 87 — Class: CIM_VirtualSystemSnapshotService

Bpply.

B sup-

| system

Elements Requirement Notes
Creatior)ClassName Mandatory Key

Name Mandatory Key
SystemCreationClassName Mandatory Key
SystemIiName Mandatory, Key
CreateSnapshot( ) Conditional See 6.3.3.1.
Destroypnapshot( ) Conditional See 6.3.3.2.
ApplySrfapshot( ) Conditional See 6.3.3.3.

6.5.26 | CIM_VirtualSystemSnapshotServiceCapabilities
The implementation ef the CIM_VirtualSystemSnapshotServiceCapabilities class is conditional.
Conditiop: Virtual system snapshots are implemented; see 6.2.7.1.2.

If the CIM_VirtualSystemSnapshotServiceCapabilities class is implemented, the provisions in this

subclauge-apply.

An instance of the CIM_VirtualSystemSnapshotServiceCapabilities class shall be used to represent the
capabilities of a virtual system snapshot service.

Table 88 contains requirements for elements of this class.
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Table 88 — Class: CIM_VirtualSystemSnapshotServiceCapabilities

Elements Requirement Notes
InstancelD Mandatory Key
SynchronousMethodsSupported] ] Conditional See 6.2.7.1.3.
AsynchronousMethodsSupported] ] Conditional See 6.2.7.1.3.
SnapshotTypesSupported] ] Mandatory See 6.2.7.1.3.
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7 Allocation Capabilities Profile

Profile Name: Allocation Capabilities

Version:

1.0.0

Organization: DMTF

CIM schema version: 2.22

Central Class: CIM_AllocationCapabilities

Scopind Class: CIM_System

This absfract profile shall not be directly implemented; implementation shall be based on a-profile
tion for the capabilities of a resource pool or virtualization system for a specific.elass of
s, such as CPU and system memory. The scoping association paths between_the centra
and the $coping class shall be specified by the incorporating concrete profiles.

specific
resource

Table 89

identifies profiles on which the profile described in this clause has a dependency.

Table 89 — Related profiles for the Allocation Capabilities Profile

class

Profile pame Organization

Version

Requirement

Description

Resourg

e Allocation DMTF

1.0

Mardatory

Defines resource allo
setting data (see clau

Cation
se 5)

71 D

The Allo
CIM_AlIg
CIM_Re
property

Figure 1
CIM_ha

pscription

cation Capabilities Profile is an abstract profile that describes the use of the class

cationCapabilities and the use of assogiation CIM_SettingsDefineCapabilities to a set of
sourceAllocationSettingData instances to describe the default property values, supported
values, and range of property values for a resource allocation request.

B represents the class schema’for the Allocation Capabilities Profile. For simplicity, the prefix
5 been removed from the\names of the classes.
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ManagedElement

1.7
ElementCapabilities

*

AllocationCapabilities

1
SettingsDefineCapabilities

*

ResourceAllocationSettingData

(See Resource Allocation Profile,
DSP1041)

Figure 13 — Allocation Capabilities Profile:-Class diagram

The CIM_ManagedElement class in Figure 13 represents:a.potential provider of resources such gs a host
system (ICIM_ComputerSystem) or a resource pool (CIM-ResourcePool), or the CIM_ManagedElement
class represents an instance of CIM_ResourceAllocationSettingData.

CIM_ElgmentCapabilities associates the CIM_AllocationCapabilities instance to a subclass of
CIM_MahagedElement.

If a CIM | AllocationCapabilities instance associated using the CIM_ElementCapabilities associatign is
used to glefine the allocation capabilities-of the managed element, the set of
CIM_ResgourceAllocationSettingDatainstances together with properties of the CIM_AllocationCagabilities
instance|defines a supported set of-default property values, supported property values, and rangq of

supportdd property values required to form a valid allocation request for the resource type.

If a CIM ] AllocationCapabilities instance is associated using the CIM_ElementCapabilities associgtion to
an instance of CIM_ReésourceAllocationSettingData, the set of associated
CIM_RegourceAllocationSettingData instances represents the supported changes or the range of| valid
changes|for the properties in the CIM_ResourceAllocationSettingData instance.

CIM_SettingsDefineCapabilities associates instances of CIM_ResourceAllocationSettingData to &
CIM_AllgcationCapabilities instance and defines the type of capability the
CIM_ResourceAllocationsetiingData represents.

Note that the allocation capabilities do not reflect the current or dynamic state of any allocations. Rather
they define valid allocation requests or valid settings modifications supported by the host system or
resource pool without regard to the current availability of a host resource.

7.1.1 CIM_SettingsDefineCapabilities

The CIM_SettingsDefineCapabilities association indicates that the non-null, non-key set of properties of
the component CIM_ResourceAllocationSettingData instance specifies some capabilities of the
associated CIM_AllocationCapabilities instance. The interpretation of the set of properties in the
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associated CIM_ResourceAllocationSettingData is governed by the CIM_SettingsDefineCapabilities
properties: PropertyPolicy, ValueRole, and ValueRange.

7.11.1
The CIM

Property

PropertyPolicy
Schema description of this property applies.

Policy defines whether or not the non-null, non-key properties of the associated

CIM_ResourceAllocationSettingData instance are treated independently or as a correlated set.

The profile described in this clause assumes that the value of the PropertyPolicy property is 0

(“Indepe

ndent”) if the ValueRange contains a value of 1 (*Minimums”) 2 (“Maximums”) or 3

(“Increm
capabilit

Property
“Point” td
CIM_Re

7.1.1.2
The CIM

The pos

7.11.3
The CIM

The pos

bnts”). In these cases multiple instances of CIM_AllocationCapabilities with independent
es are used to express correlated sets of capabilities.

express the independence or the dependence of the set of properties in the.associated
sourceAllocationSettingData instance.

ValueRole
Schema description of this property applies.

Sible values for the ValueRole property are as follows:

0 (“Default’) indicates that property values of the compenent
CIM_ResourceAllocationSettingData instance are the, default values that are used if a n
CIM_ResourceAllocationSettingData instance is created for elements whose capabilitie
defined by the associated CIM_AllocationCapabilities instance.

4 (“Supported”) indicates that the component’CIM_ResourceAllocationSettingData instg
represents a set of supported property valdes or the increments within a supported rang
values.

ValueRange
Schema description of this:property applies.

Sible values for the ValueRange property are as follows:

0 (“Point”) indicates'that the component CIM_ResourceAllocationSettingData instance [
a single set of yalueés.

1 (“Minimums?”) indicates that this CIM_ResourceAllocationSettingData instance provids
minimum.values for numeric properties with a linear range. Unless restricted by a “Maxi
value on-the same set of properties, all values that collate higher than the specified valy
also considered to be supported by the associated capabilities instance.

sets of

Policy can be set to 0 (“Independent”) or 1 (“Correlated”) if the property ValueRange is sét to

ew
5 are

nce
e of

rovides

S
mums’
es are

2(*Maximums”) indicates that this CIM_ResourceAllocationSettingData instance provid

PS

maximum values for numeric properties with a linear range. Unless restricted by a “Minimums’

value on the same set of properties, all values that collate lower than the specified values are

also considered to be supported by the associated capabilities instance.

3 (“Increments”) indicates that this CIM_ResourceAllocationSettingData instance provid

es

increment values for numeric properties. These values represent the respective increment

between the maximum and minimum values of the supported numeric settings.
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7.2 Implementation

This subclause details the requirements related to the arrangement of instances and properties of those
instances for implementations of the profile described in this clause.

Each instance of CIM_AllocationCapabilities shall be associated with one or more instances of
CIM_ManagedElement through the CIM_ElementCapabilities association class.

Each instance of CIM_AllocationCapabilities shall be associated with zero or more instances of
CIM_ResourceAllocationSettingData through the CIM_SettingsDefineCapabilities association class. The
ResourceType property for each mstance of CIM ResourceAIIocatlonSettlngData assomated with an
instanceef-CiM—-AHlocationGapabilities-through-the-CHM—SettingsBefireGapab e all have
the same value as the ResourceType property of the CIM AIIocatlonCapabllltles instance.

If a CIM_ResourceAllocationSettingData instance has an associated CIM_AllocationCapabijlities instance
to repredent the mutability of its properties and no non-null values are found for a propetty in the instance
or instanices of CIM_ResourceAllocationSettingData associated to the CIM_AllocatignCapabilities
instance|with the CIM_SettingsDefineCapabilities association that property is not mutable.

If multiple CIM_AllocationCapabilities instances are associated through the CIM/ElementCapabilities
associatfon class to a single instance of CIM_ManagedElement, each instance of
CIM_AllgcationCapabilities and associated CIM_ResourceAllocationSettingData instances shall gefine

one corrglated set. A setting from one set shall not be combined with @’setting from another set td define
a valid allocation request for a given resource.

7.2.1 | Default class CIM_AllocationCapabilities (optional)

The defqult CIM_AllocationCapabilities instance of a givenresource type associated with a managed
element|may be modeled. This subclause describes the behavioral requirements if a default
CIM_AllgcationCapabilities instance is modeled.

The CIM_ElementCapabilities instance that associates the CIM_AllocationCapabilities instance of a given
resourcq type to a managed element that represents a default CIM_AllocationCapabilities instange shall
be implemented as specified in 7.5.3. Eachyinstance of CIM_ManagedElement shall be referencefd by at
most ong¢ instance of CIM_ElementCapabilities as specified in 7.5.3 for a given resource type. Th|s
implies that at most a single default. CIM_AllocationCapabilities instance for a given resource typg may be
associated to a manage element.

7.2.2 | Modeling defaultisettings (optional)

The defdqult resource alloeation settings for a CIM_AllocationCapabilities instance associated with|a
managedl element may-be modeled. This subclause describes the behavioral requirements if the fefault
allocatiop settings-afe modeled.

The CIM_SettingsDefineCapabilities instance that associates the CIM_ResourceAllocationSettingData
represertlng the default settlngs with the CIM AIIocatlonCapabllltles instance shall be implementgd as
specifiedHn 2 - . ¢
instance of CIM Sett|ngsDefmeCapablIltles |mpIemented as specmed in 7 5 5 Th|s |mpI|es that at most a
single default resource allocation settings exists and is modeled with a single instance of
CIM_ResourceAllocationSettingData.

7.2.3  Modeling minimum settings (optional)

The minimum resource allocation settings for a CIM_AllocationCapabilities instance associated with a
managed element may be modeled. This subclause describes the behavioral requirements if the
minimum allocation settings are modeled.
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The CIM_SettingsDefineCapabilities instance that associates the CIM_ResourceAllocationSettingData
representing the minimum settings with the CIM_AllocationCapabilities instance shall be implemented as
specified in 7.5.6. Each instance of CIM_AllocationCapabilities shall be referenced by at most one
instance of CIM_SettingsDefineCapabilities implemented as specified in 7.5.6. This implies that at most a
single minimum resource allocation settings exists and is modeled with a single instance of
CIM_ResourceAllocationSettingData.

7.2.4  Modeling maximum settings (optional)

The maximum resource allocation settings for a CIM_AllocationCapabilities instance associated with a
managed element may be modeled. This subclause describes the behavioral requirements if the
maximurn allocation seftings are modeled.

The CIM_SettingsDefineCapabilities instance that associates the CIM_ResourceAllocationSettingData
represer]ting the maximum settings with the CIM_AllocationCapabilities instance shall be implemented as
specified in 7.5.7. Each instance of CIM_AllocationCapabilities shall be referenced by@tmost on%
instance|of CIM_SettingsDefineCapabilities implemented as specified in 7.5.7. This-implies that a

single mpximum resource allocation settings exists and is modeled with a single instance of
CIM_ResgourceAllocationSettingData.

most a

7.2.5 | Modeling increment settings (optional)

The increment resource allocation settings for a CIM_AllocationCapabilities instance associated with a
managedl element may be modeled. This subclause describes the behavioral requirements if the
increment allocation settings are modeled.

The CIM_SettingsDefineCapabilities instance that associates the CIM_ResourceAllocationSettingData
represerfting the increment settings with the CIM_AllocationCapabilities instance shall be implemented as
specified in 7.5.8. Each instance of CIM_AllocationCapabilities shall be referenced by at most ong¢
instance|of CIM_SettingsDefineCapabilities implemented as specified in 7.5.8.This implies that atf most a
single ingrement resource allocation settings exists and is modeled with a single instance of
CIM_ResgourceAllocationSettingData.

7.2.6 | Modeling supported point'settings (optional)

The supported point resource allogation settings for a CIM_AllocationCapabilities instance associated
with a mpnaged element may be modeled. This subclause describes the behavioral requirementq if the
supportgd allocation settings_for. @ managed element are modeled.

The CIM_SettingsDefineCapabilities instance that associated the CIM_ResourceAllocationSettingData
represer]ting the suppadrted point settings with the CIM_AllocationCapabilities instance shall be
implemepted as spegified in 7.5.9.

7.3 ethods
This subglause details the requirements for supporting intrinsic operations and extrinsic methods for the
CIM elements defined by the profile described in this clause.

7.3.1  Profile conventions for operations

For each profile class (including associations), the implementation requirements for operations, including
for those in the following default list, are specified in class-specific subclauses of this clause.

The default list of operations for all classes is as follows:
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Enumeratelnstances( )
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For classes that are referenced by an association, the default list also includes

Associators( )

AssociatorNames( )

References()

INCITS 483-2012

ReferenceNames( )

7.3.2 | CIM_AllocationCapabilities
All opergtions in the default list in 7.3.1 shall be implemented as defined in DSP0200.
NOTE |Related profiles may define additional requirements on operations for the profile class.
7.3.3 | CIM_ResourceAllocationSettingData
All opergtions in the default list in 7.3.1 shall be implemented as defined.in DSP0200.
NOTE |Related profiles may define additional requirements on operations for the profile class.
7.3.4 | CIM_SettingsDefineCapabilities
Table 94 lists implementation requirements for operations) If implemented, these operations shall|be
implemepted as defined in DSP0200. In addition, and-unless otherwise stated in Table 90, all opgrations
in the default list in 7.3.1 shall be implemented as defined in DSP0200.
NOTE |Related profiles may define additional requirements on operations for the profile class.
Table 90 — Operations: CIM_SettingsDefineCapabilities

Operatijon Requirement Messages

Associgtors Unspecified None

AssocigdtorNames Unspecified None

Referer|ces Unspecified None

RefererjceNames Unspecified None
7.3.5 | G _ElementCapabilities

© ISO/IEC 2014
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Table 91 lists implementation requirements for operations. If implemented, these operations shall be
implemented as defined in DSP0200. In addition, and unless otherwise stated in
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Table 91, all operations in the default list in 7.3.1 shall be implemented as defined in DSP0200.

NOTE  Related profiles may define additional requirements on operations for the profile class.
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Table 91 — Operations: CIM_ElementCapabilities

Operation Requirement Messages
Associators Unspecified None
AssociatorNames Unspecified None
References Unspecified None
ReferenceNames Unspecified None

7.4 Upe cases

This subflause contains object diagrams and use cases for the DMTF Allocation Capabilities Profile. Use
cases arg informative and are not intended to define the requirements for conformance:

CIM_AllgcationCapabilities and its associated set of CIM_ResourceAllocation3ettingData instances
define thie allocation capability for a given resource type of a host system or{esource pool, or describes
the mutgbility and the valid ranges for change of a CIM_ResourceAllocationSettingData instance.
Figure 14 demonstrates uses of CIM_AllocationCapabilities to represent.the allocation capabilitie$ of a
virtualizgtion system and one resource pool within the virtualization system. Figure 15 demonstrates the
use of C|M_AllocationCapabilities to represent the mutability of a ptoperty within an associated Cprrent
CIM_Res$ourceAllocationSettingData.
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Host System: ComputerSystem

ElementCapabilities

Characteristics: Default :ResourcePool
HostedResourcePool ~ |
ResourceType : CPU
AllocationCapabilities ElementCapabilities J
|V Characteristics: Default
ResourceIype - CPL
AllocationCapabilities
SettingsDefine RASDE:
Capabilities R-esourceAI.IocatlonSettlngData ResourceType : CPU
— VirtualQuantity: 4
ValueRange : 1. YR
Maximums SettingsDefine ResourCéAliocationSettihgData
) ) RASD7 : Capabilities " .
SettingsDefine ResourceAllocationSettingData ValueRanae - 1 VirtualQuantity : 2
Capabiliies : — nange :
—| VirtualQuantity : 1 Maximums
ValueRange : RASD2 :
Minimums RASDS S(éttingts)??ﬁne ResourceAllocationSettihgData
SettingsDefine ResourceAIIocatioHSettingData Vaxl’:lupeaR;]Iees. “— VirtualQuantity : 1
Capabilities . — UERange s
. — VirtualQuantity : 1 Minimums
ValueRange : RASDA
Increments SettingsDefine ResourceAllocationSettihgData
) ) RASD9 : Capabilities - I
SettingsDefine ResourceAllocationSettingData ™, V\alleRange : L YirualQuantiy : 1
Capabilities - — ge :
" —| VirtualQuantity : 1 Increments
ValueRole : RASDA -
Default Sgttings!??ﬁne ResourceAllocationSettihgData
apabiliies —
=" ValueRole : VirtualQuantity : 1
Default
Figurg 14 — Allocation capabilities associatéd to CIM_ComputerSystem and CIM_Resour¢ePool
7.4.1 | Associating CIM_AllocationCapabilities with a host system
The CIM_AllocationCapabilities instance associated to the host system defines the allocation cappbilities
of the hdst system for a resource type. In Figure 14 the host system is capable of accepting allocation
requests for systems with up«to’4 CPUs and a minimum of one CPU or if no value for CPU VirtualQuantity
is specified in an allocation.request the default value of 1 is used.
7.4.2 | Associating 'CIM_AllocationCapabilities with a resource pool
The CIM_AllocationCapabilities instance associated to the resource pool defines the allocation
capabilitles of the resource pool. This usage allows a host system to present the capabilities of mpltiple
resourceg pools for a resource type. As illustrated in Figure 14, the capability set for this specific CPU
resourc pr\nl subsets the overall r\npahilifiac of the virtualization. eycfnm The cpar\ifir‘ resourcep
instance in the figure limits the maximum CPUs in a virtual system to two.
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7.4.3 Associating CIM_AllocationCapabilities with a
CIM_ResourceAllocationSettingData instance

As shown in Figure 15, the instance of CIM_AllocationCapabilities that is associated to the current
CIM_ResourceAllocationSettingData instances specifies the mutability of the VirtualQuantity property in
the associated Current CIM_ResourceAllocationSettingData instance. Figure 15 shows a capability set of
a current CIM_ResourceAllocationSettingData associated to a single instance of CIM_Processor. This
specifies that the VirtualQuantity property in the Current CIM_ResourceAllocationSettingData can be
changed from 1 to 2.

Virtual System :
I_ SettingsDefineState —| SystemDevice ComputerSysten

CurrentResourceAllocationSettingData Virtual Resource : Processor

Resourc¢Type : CPU
VirtualQugntity : 1

T
ElementCapabilities
Characteristics: Default

AllocationCapabilities

R¢sourceType : CPU

) ) RASD1 :
S(éttlngz!ﬁl)_gflne ResourceAllocationSettingData
apabilities - -
— VirtualQuantity : 2
ValueRange : y
Maximums
. . RASD2.;
S(éttlngsDeflne ResourceAllocationSettingData
apabilities - -
— — VirtualQuantity :-1
ValueRange : irtualQuantity
Minimums
) ] RASD3 :
Settlngspgflne ResoUrceAllocationSettingData
— Capabilities — VirtualQuantity : 1
ValueRange :
Increments

n

gure 15 — Allocation capabilities associated to CIM_ResourceAllocationSettingDafa

7.4.4 | Assocjdating multiple CIM_AllocationCapabilities with one resource pool irjstance

Figure 16 shows an example in which multiple capability sets are used to express multiple capabifities of
a single fesource pool. This example shows a system that allows either shared or exclusive accesgs of a
resource. Bdsed on the type of allocation selected the Default, Minimum and Increment
CIM_ResourceAllocationSettingData instances reflect different property values. Each capability set
defines one correlated set. A setting from one set may not be combined with a setting from another set to
form a valid allocation request for a given resource.

While this example is based on the SharingMode property in CIM_AllocationCapabilities, other
possibilities exist. For example, different capability sets may be based on the AllocationUnits property in
CIM_ResourceAllocationSettingData.

The property CIM_ElementCapabilities.Characteristics set to 2 (“Default”) shows that the
CIM_AllocationCapabilities instance ACO represents the default capability set for this resource pool.
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This same pattern applies to capability sets associated with a host system or
CIM_ResourceAllocationSettingData, as well as to the example shown in Figure 16.

ElementCapabilites
I' Characteristics: Default

ResourcePool

1

ACO:AllocationCapabilities

ElementCapabilities

AC1:AllocationCapabilities
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SharingM¢de : Shared

SharingMode : Exclusive

) ) RASDOO: . ) RASD10:
SettingsDefine ResourceAllocationSettingData SettingsDefine ResourceAhocationSettingData
Capabilities —— Capabilities — ]
— i Reservation : 1 . Reservation ;100
ValueRange : ValueRange :
Minimums Minimums
. ) RASDO1: . ) RASD11:
SettingsDefine ResourceAllocationSettingData SettingsDefine ResourceAllocationSettingData
— Capabilities i Reservation : 400 Capabilities . Reservation : 400
ValueRange : ValueRange,:
Maximums Maximums$
X . RASDO02: . . RASD12:
SettingsDefine ResourceAllocationSettingData SettinggDefine ResourceAllocationSettingData
Capabilities — Capabilities —
Reservation : 1 e Reservation : 100
ValueRange : ValueRange :
Increments Increments
) ) RASDO3: . ) RASD13:
SettingsDefine ResourceAllocationSettingData SettingsDefine ResourceAllocationSettingData
Capabilities — Reservation : 10 Capabllities — Reservation : 100
ValueRole : - ValueRole : -
Default Default

Figure 16 — Multiple CIM_AHNocationCapabilities instances

7.4.5 | Discovering a host system’s allocation capability for a given resource typge

The cliegt can enumerate the CIM_AllogationCapabilities instances associated to the target
CIM_CofnputerSystem (host system)with the CIM_ElementCapabilities association, filtering on the
CIM_AllgcationCapabilities.Resource Type property to select only the CIM_AllocationCapabilities
instancep of the desired resource‘type.

7.4.6 | Discoveringthe allocation capability for a given resource type for a specifjc
resource pool

The cliegt enumegrates the CIM_ResourcePool instances by filtering on the
CIM_RegourcePool.ResourceType property to select only the CIM_ResourcePool instances of the
desired fesource type. For each of the target instances of CIM_ResourcePool select all of the insfances
of CIM_AllecationCapabilities associated with the CIM_ElementCapabilities association.

7.4.7 Determining the default instance of CIM_AllocationCapabilities for a given

resource type

From the selected CIM_AllocationCapabilities instance(s) (see 7.4.5 and 7.4.6) the client selects the
CIM_AllocationCapabilities instance associated through the CIM_ElementCapabilities association where
the value of the CIM_ElementCapabilities.Characteristics property is 2 (“Default”).
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7.4.8 Determining the default, supported point, and valid ranges of property values
representing the allocation capability from a selected instance of
CIM_AllocationCapabilities

The client finds the CIM_ResourceAllocationSettingData instance associated with a selected instance of
CIM_AllocationCapabilities (see 7.4.5 and 7.4.6) through the CIM_SettingsDefineCapabilities association
where the value of the CIM_SettingsDefineCapabilities.ValueRole property is 0 (“Default”). The values
within the selected CIM_ResourceAllocationSettingData instance represent the default values for the host
system or the selected resource pool. A null value specifies that the property is not relevant for the
resource type.

After determinimg

_AllgcationCapabilities (see 7.4.5 and 7.4.6) through the CIM_SettingsDefineCapabilities)asspciation
where thie value of the CIM_SettingsDefineCapabilities.ValueRole property is 3 (“Supported”’) and the

value of fhe CIM_SettingsDefineCapabilities.ValueRange property is 0 (“Point”). The_set of non-nfill
values fqr a given property within the selected set of CIM_ResourceAllocationSettingData represgnts

ric properties the client finds the CIM_ResourceAllocationSettingData instances associdted with

(“Increm
values d
onther
specified

nts”). The minimum and maximum values define the range)of valid parameters. The incfement
scribe the valid steps within a specified range. Each,ofthese instances represents a limjtation
nge of supported values. For example, if a property’has a minimum value but no maximym value
, the maximum is not limited. If the property has axmaximum value but no minimum valug there is

7.4.9 | Discovering the supported changes of a property value in an instance of g
CIM_ResourceAllocationSettingbPata

The cliegt enumerates the set of CIM_AlloeationCapabilities instances associated with the associption
CIM_ElegmentCapabilities to the target CIM__ResourceAllocationSettingData instance.

The client finds the CIM_ResourceAllocationSettingData instance associated with a selected instance of
CIM_AllgcationCapabilities through'the CIM_SettingsDefineCapabilities association where the value of

the CIM [SettingsDefineCapabilities.ValueRole property is 3 (“Supported”) and the value of the
ValueRange property is 0 (‘Point”). The set of non-null values for a given property within the selegted set
of CIM_ResourceAllocationSettingData represents supported point values for that property.

For numgric properties the client finds the CIM_ResourceAllocationSettingData instances associdted with
a selectgd instance)of CIM_AllocationCapabilities through the CIM_SettingsDefineCapabilities
associatlons where the value of the CIM_SettingsDefineCapabilities.ValueRole property is 1
(“Minimyms”);-2 (“Maximums”), or 3 (“Increments”). The minimum and maximum values define a fange of
supportgd values for numeric properties. The increments value describes the valid steps within a
specified range. Each of these instances represents a limitation on the range of supported values. For
example, if a property has a minimum value but no maximum value specified, the maximum is not limited.
If the property has a maximum value but no minimum value specified, the minimum is not constrained.
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7.5 CIM elements

Table 92 shows the instances of CIM Elements for the profile described in this clause. Instances of the
CIM Elements shall be implemented as described in Table 92. Subclauses 7.2 (“Implementation”) and 7.3
(“Methods”) may impose additional requirements on these elements.

Table 92 — CIM elements: Allocation Capabilities Profile

Element name Requirement Description

Classes

CIM_AllocationCapabilities Mandatory See 7.5.1.

CIM_ElementCapabilities Mandatory See 7.5.2.

CIM_SettingsDefineCapabilities Mandatory See 7.5.3,7.5.5,7.5.6,7.5.7, 7.5.8,@and"7.5.9.
Indicatfons

None dgfined in the profile described

in this dause

7.5.1 | CIM_AllocationCapabilities

CIM_AllgcationCapabilities represents the allocation capabilities.of'@ host system or resource poql or

represer|ts the mutability a CIM_ResourceAllocationSettingData, instance.

Table 93 provides information about the properties of CIM>AllocationCapabilities.

Table 93 — Class: CIM_a&llocationCapabilities

Elemerts Requirement Notes

InstancelD Mandatory. Key

ResourgeType Mandatory None

OtherResourceType Canditional Shall be used if ResourceType matches 1 (“Qther”).
RequestTypesSupported Mandatory None

SharingMode Mandatory None

Suppor{fedAddStates Optional None

SupporfedRemoveStates Optional None

7.5.2 | CIM_ElementCapabilities

CIM_ElgmentCapabilities associates an instance of CIM_AllocationCapabilities with a subclass o
CIM_MahagedElement assumed to be CIM_System, CIM_ResourcePool. or
CIM_ResourceAllocationSettingData.
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Table 94 defines the properties of CIM_ElementCapabilities.

Table 94 — Class: CIM_ElementCapabilities

Properties Requirement Notes

ManagedElement Mandatory Key
Cardinality 1..*

Capabilities Mandatory Key
Shall be a reference to the CIM_AllocationCapabilities

H "
mrotaricvcc

Cardinality *

Characferistics Mandatory

7.5.3 | CIM_ElementCapabilities (default)

CIM_ElgmentCapabilities associates an instance of CIM_AllocationCapabilities-with a subclass o
CIM_MahagedElement assumed to be CIM_System, CIM_ResourcePool,.or
CIM_ResgourceAllocationSettingData representing the default capabilities-

Table 95 defines the properties of CIM_ElementCapabilities.

Table 95 — Class: CIM_ElementCapabilities (default)

Properfies Requirement Notes
ManaggdElement Mandatory Key.
Cardinality 1
Capabiljties Mandatory Key
Shall be a reference to a default CIM_AllocationCapagbilities
instance
Cardinality 1
Characfleristics Mandatory Matches 2 “Default”

7.5.4 | CIM_SettingsDefineCapabilities

CIM_SettingsDefineCapabilities associates a CIM_ResourceAllocationSettingData instance, représenting
the settable or mutable allocation settings for a resource, with a CIM_AllocationCapabilities instarjce.

Table 94 provides information about the properties of CIM_SettingsDefineCapabilities.

140
© ISO/IEC 2014 - All rights reserved


https://iecnorm.com/api/?name=c6179886aed84d232a428ce3db6acc42

ISO/IEC 19099:2014(E)
INCITS 483-2012

Table 96 — Class: CIM_SettingsDefineCapabilities

Elements Requirement Notes

GroupComponent Mandatory Shall be a reference to an instance of
CIM_AllocationCapabilities
Cardinality 1

PartComponent Mandatory Shall be a reference to an instance of
CIM_ResourceAllocationSettingData
Cardinality 1..*

PropertyPolicy Mandatory

ValueRple Mandatory

ValueRange Mandatory

7.5.5 | CIM_SettingsDefineCapabilities — Default

CIM_SettingsDefineCapabilities associates a CIM_ResourceAllocationSettingData instance, représenting

default dllocation settings for a resource, with a CIM_AllocationCapabilities instance.

Table 97| provides information about the properties of CIM_SettingsDefineCapabilities (Default).

Table 97 — Class: CIM_SettingsDefineCapabilities (Default)

Elemerts Requirement Notes

GroupJomponent Mandatory Shall be a reference to an instance of
CIM_AllocationCapabilities
Cardinality 1

PartComponent Mandatory Shall be a reference to an instance of
CIM_ResourceAllocationSettingData
Cardinality 1

PropertyPolicy Mandatory Matches 0 (“Independent”)

ValueRple Mandatory Matches 0 (“Default”)

ValueRange Mandatory Matches 0 (“Point”)
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7.5.6 CIM_SettingsDefineCapabilities (minimums)

CIM_SettingsDefineCapabilities associates a CIM_ResourceAllocationSettingData instance representing
the minimum values of valid numeric settings to a CIM_AllocationCapabilities instance.

Table 98 provides information about the properties of CIM_SettingsDefineCapabilities (Minimums).

Table 98 — Class: CIM_SettingsDefineCapabilities (minimums)

Elements Requirement Notes

GroupGamponent Mandatory Shall be a reference to an instance of
CIM_AllocationCapabilities
Cardinality 1

PartCornponent Mandatory Shall be a reference to an instance-of
CIM_ResourceAllocationSettingData
Cardinality 1

PropertyPolicy Mandatory Matches 0 (“Independeft”)

ValueRple Mandatory Matches 3 (“Supported”)

ValueRange Mandatory Matches 1 (“Minimums”)

7.5.7 | CIM_SettingsDefineCapabilities (maximums)

CIM_SettingsDefineCapabilities associates a CIM_ResourceAllocationSettingData instance repre

the maximum values of valid numeric settings to a CIM’ AllocationCapabilities instance.

Table 99 provides information about the propertigés of CIM_SettingsDefineCapabilities (Maximum

Table 99 — Class: CIM~SettingsDefineCapabilities (maximums)

senting

~

p ).

Elemerts Reguirement Notes

GroupJomponent Mandatory Shall be a reference to an instance of
CIM_AllocationCapabilities
Cardinality 1

PartComnponent Mandatory Shall be a reference to an instance of
CIM_ResourceAllocationSettingData
Cardinality 1

PropertyRolicy Mandatory Matches 0 (“Independent”)

ValueRole Mandatory Matches 3 (“Supported”)

ValueRange Mandatory Matches 2 (“Maximums”)
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7.5.8 CIM_SettingsDefineCapabilities — Increments

CIM_SettingsDefineCapabilities associates a CIM_ResourceAllocationSettingData instance, representing
the increment between the maximum and minimum values of supported numeric settings, to a
CIM_AllocationCapabilities instance.

Table 100 provides information about the properties of CIM_SettingsDefineCapabilities (Increments).

Table 100 — Class: CIM_SettingsDefineCapabilities (Increments)

Elements Requirement Notes

Groupdomponent Mandatory Shall be a reference to an instance of
CIM_AllocationCapabilities
Cardinality 1

PartCornponent Mandatory Shall be a reference to an instance,of
CIM_ResourceAllocationSettingData
Cardinality 1

PropertyPolicy Mandatory Matches 0 (“Independent”)

ValueRple Mandatory Matches 3 (“Supported”)

ValueRange Mandatory Matches 3/‘Increments”)

7.5.9 | CIM_SettingsDefineCapabilities — Suppotted Point

CIM_SettingsDefineCapabilities associates a CIM_ResourceAllocationSettingData instance, reprgsenting
the settable or mutable allocation settings for a resource, with a CIM_AllocationCapabilities instarjce.
Table 101 provides information about the propérties of CIM_SettingsDefineCapabilities (Independent
Supportéd Point).
Table 101 — Class: CIM_SettingsDefineCapabilities (Independent Supported Point)
Elemerts Requirement Notes
GroupJomponent Mandatory Shall be a reference to an instance of
CIM_AllocationCapabilities
Cardinality 1
PartCornponent Mandatory Shall be a reference to an instance of
CIM_ResourceAllocationSettingData
Cardinality 1..*
PropertyPolicy Mandatory Matches 0 (“Independent”) or 1 (“Correlated”)
ValueRole Mandatory Matches 3 (“Supported”)
ValueRange Mandatory Matches 0 (“Point”)
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8 Processor Resource Virtualization Profile
Profile Name: Processor Resource Virtualization

Version: 1.0.0

Organization: DMTF

CIM schema version: 2.21

Central Class: CIM_ResourcePool

Scopind Class: CIM_System

The Progessor Resource Virtualization Profile is a component profile that defines the minimum object
model n¢eded to provide for the CIM representation and management of the virtualization of processors.

Table 102 lists other profiles that the Processor Resource Virtualization Profile depends on, or that may
be used|in context of this profile.

Table 102 — Related profiles for the Processor Resource Virfualization Profile

Profile phame Organization | Version Relationship DescCription

Resourge Allocation DMTF 1.1 Specializes The profile that adds the capability to
represent the allocation of resourges to
consumers. See clause 5.

Allocatipn DMTF 1.0 Specializes The profile that describes the defgult
Capabiljties property values, supported propeity
values, and range of property valJes for
a resource allocation request. Seg

clause 7.
Profile IRegqistration DMTF 1.0 Mandatory The profile that specifies registergd
profiles. See DSP1033.
PU DMTF 1.0 Optional The profile that adds the capability to

represent processors in a managgd
system. See 8.2.2 and DSP1022.

The CPU Profile lists additional related DMTF management profiles; these relationships are not further
specified in the profile deScribed in this clause.

8.1 Descriptian

This subglausetintroduces the management domain addressed by the profile described in this clause, and
outlines the’central modeling elements established for representation and control of the managenrent
domain.

8.1.1 General

In computer virtualization systems, virtual computer systems are composed of component virtual
resources. The profile described in this clause specifies the allocation and management of host processor
resources in support of virtual processors. From an operating system or application viewpoint virtual
processors are functionally equivalent to "physical" processors.

The profile described in this clause applies the resource virtualization pattern defined in the Resource
Allocation Profile (see clause 5) and the allocation capabilities pattern defined in the Allocation
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Capabilities Profile (see clause 7) to enable the management of processor resources that are allocated to
virtual systems. The profile described in this clause defines additional CIM elements and constraints
beyond those defined in the specialized profiles. Optionally, implementations may implement DSP1022 to
represent host processors.

8.1.2 Processor resource virtualization class schema

Figure 17 represents the class schema of the profile described in this clause. It outlines the elements that
are adapted by the profile described in this clause. For simplicity, the prefix CIM_ has been removed from
the name of the classes.

1. AllocationCapabilities 1.* .
ElementCapab Ilyes
(See Allocation Capabilities Profile)
1 1.*
| ElementCapabilities
ConcreteJoh
(See Resource Allocation Profile) |
i
g *
& 1
2 * Processor (virtual) g
g | 3 o 5
= S z HostedDependency o
2 = o
S =] =]
IS 3 3
3 Element g
= Allocated Component: 2
3 FromPool <
2]
j=2]
£
Z 1 ResourcePool 0.1
%)
Processor (host) 1.
ResourceAllocation_ 0..1 | *
FromPool *
* I
*
0.1 - - System
. ResourceAllocationSettingData Device System
Hosted 1 (See referencing profile)
Resource *
o Pool 1
5 | | ,
©
= 0.1 . 1 Service 1
O ElementSettingData- L Affects
S Element
5
o ElementCapabilities
w [T ¢ P N 1
ResojircePoolConfigurationCapabilities ResourcePoolConfigurationService Hosted
Service
N N 1.
(See Resource Allocation Profile) (See Resource Allocation Profile)
Figure 17 — Processor Resource Virtualization Profile: Class Diagram
The prof{leddescribed in this clause specifies the use of the following classes and associations:

o The CIM_ResourcePool class models resource pools for processor resources. Host processor
resources are allocated from their resource pool and used to create the virtual processors for
virtual systems.

e The CIM_Component association models the relationship between processor resource pools
and host processors as components of the resource pools.

e The CIM_ElementAllocatedFromPool association models hierarchies of processor resource
pools and modeling the relationship of processor resource pools and the virtual processors
allocated from those.
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The CIM_HostedResourcePool association models the hosting dependency between a
processor resource pool and its host system. A host system supports at least one proce
resource pool.

The CIM_Processor class models the following kinds of processors:

Ssor

—  processors as a device in the scope of a system, as modeled by the CIM_SystemDevice

association

—  processors as a result of a processor resource allocation from a resource pool, as modeled

by the CIM_ElementAllocatedFromPool association

— __processors as a component within processor resource pools, as modeled through

In gener.
a statem
class or

8.1.3

The prof
Allocatio

8.1.3.1

The prof
allocatio

CIM_Component association

The CIM_ResourceAllocationSettingData class models processor resource allocations
processor resource allocation requests.

The CIM_AllocationCapabilities class and the CIM_ElementCapabilities assoeiation mo
— the processor resource allocation capabilities of host systems

—  the processor resource allocation capabilities of processor resource pools

— the mutability of existing processor resource allocations

The CIM_SettingsDefineCapabilities association models the‘relation between processo
resource allocation capabilities and the settings that define these capabilities.

The CIM_ResourcePoolConfigurationService models configuration services for process
resource pools and the CIM_ResourcePoolConfigurationCapabilities class modeling the
capabilities.

The CIM_Concretedob class and the CIM _AffectedJobElement association models
asynchronous management tasks initiated through memory resource pool configuration
services.

ent such as "an instance of the CIM_Processor class" implies an instance of the CIM_Pr
b subclass of the CIM_Processor class.

Resource pools

le described in this clause applies the concept of resource pools defined in the Resourcq
h Profile (see clause 5) to the resource type 3 (Processor).

General

he

DI

Hel

r

bl, any mention of a class in this document means the class itself or its subclasses. For example,

pCessor

-

le destcribed in this clause uses processor resource pools as the focal point for processo
ns/A-processor resource pool represents an aggregate amount of processing capacity,

nd

keeps track of the amount of processor capacity that has been allocated to consumers such as viftual

systems. A resource pool also defines the scope in which relative weights are interpreted. A resource
pool represents a part or all of the aggregated processing power of a virtualization platform in an abstract
sense, that is, it represents the sum of the processing power of the host resources aggregated into the
resource pool and is expressed in allocation units such as MHz, percentage, or count of processors.

Note that the resource type of a resource pool governs the type of the resources that are allocated from
the resource pool. Opposed to that the resource type of the resources that are aggregated by the
resource pool may differ from the resource type of the pool. For example, a resource pool with a resource
type of 3 (Processor) supports the allocation of virtual processors. However, the resources that are
aggregated by that resource pool may be of a different type; for example, that resource pool might
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aggregate processor fragments, or it might simply represent a certain amount of processing power
without representing individual processors.

8.1.3.2 Representation of host resources

A processor resource pool represents an aggregated amount of processing power provided by host
resources that enables the allocation of virtual processors. However the explicit representation of the host
resources aggregated by a resource pool is optional: In some cases implementations may explicitly
represent the host resources such as for example host processors. In other cases implementations may
choose not to explicitly represent the host resources aggregated by a resource pool, that is, an
implementation may choose to model a resource pool as the sole model element that represents host

i Ces that

bl, with
of a
host compputer system may be represented by multiple resource pools, providing more)flexible coptrol
over thelallocation of processor resources to virtual systems.

8.1.3.3 Hierarchies of processor resource pools

The prof{le described in this clause applies the concept of resource pogl hierarchies defined in the
Resourcg Allocation Profile (see clause 5) to the processor resource type; see 5.1.1.4.

8.1.4 Resource allocation

The prof]le described in this clause applies the concept of:device resource allocation defined in th
Resourcg Allocation Profile (see clause 5) to the processor resource type; see 5.1.3.

[¢)

8.1.4.1 Processor resource allocation request

The progessor requirements of a virtual systemrare defined as part of the "defined" virtual system
configuration; see the Virtual System Profile-in‘clause 12 for a definition of the "defined" virtual system

configuration. The "defined" virtual systeni.configuration contains processor resource allocation requests
represerted as RASD instances.

8.1.4.2 Processor resource‘allocation

As a virtyal system is activated*(or instantiated), one or more virtual processors need to be allocajed as
requestdd by processor reseurce allocation requests in the virtual system definition. Processor resource
allocatiops are represented as RASD instances in the "state" virtual system configuration. The number of
discrete processorsrexposed to the virtual system is specified by the value of the VirtualQuantity property.

The cenfral properties describing a processor resource allocation request or a processor resourcs
allocatiop are Reservation, Limit, and Weight.

The values-ofboththe-Reservation-and-Limit properties-are-specified-inallocationunitsas-expredsed by
the value of the AllocationUnits property. Possible allocation units are a frequency (for example, "Hertz" or
"MHZz"), a percentage (with respect to some base value such as the sum of all available processing
power), or a count (expressing a number of processors or processor fractions to be allocated).

The value of the Reservation property specifies a lower bound on the quantity of host processor
resources available for the virtual computer system that are guaranteed to be available for use. If a virtual
computer system does not consume its full allocation of reserved resources, the host system may allow
its unused portion to be utilized by other virtual computer systems. The value of the Limit property
specifies a limit or upper bound on the quantity of host processor resources that may be consumed by the
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virtual computer system. A limit is an artificial cap that may not be exceeded, even if otherwise-idle host
processor resources are available.

The value of the Weight property specifies the relative importance of the set of allocated virtual
processors, and is expressed in abstract numeric units. A virtual system is entitled to consume host
processor resources at a rate that is directly proportional to the value of the Weight property.

8.1.4.3 Virtual processors

A virtual processor is the instantiation of allocated processor resources that is exposed to a virtual system
through a logical processor device; it is the result of the processor resource allocation based on a
processerreseuree-alocationreguest—A-virtual-processermay-berealizedusingtechnigues-sueh as time

sharing, pbut may also be a host processor that is directly passed through to the virtual system.

A virtualprocessor is represented by a CIM_Processor instance that is part of the virtual system
represertation.

8.1.4.4 Dedicated processors

A dedicdted host processor is a processor owned by the host system that is exelusively reserved ffor
support ¢f a virtual processor of a particular virtual system.

8.1.4.5 Consumption of host processing power

A procegsor resource allocation request references the processor resource pool to be used by spcifying
the valug of the PoollD property. Host processor resources aré allocated from the identified processor
resourcg pool during processor resource allocation.

8.1.4.5.1 Statically controlled processor resource’ consumption

With stafically controlled processor resource consumption, a particular processor resource allocafion
request is granted only if the amount of host processing resource available in the addressed procgssor
resourceg pool is at least as large as the amount’requested. This approach is called admission control.
Each sug¢cessfully allocated processor reseurce reduces the amount of processing resources avajlable
from the|pool, respectively. In the CIM.representation of the processor resource pool, the amount|of
processing power assigned to consumers from the pool is visible through the value of the Reserved
property| With admission control the,processing capacity represented by a particular resource po¢l
remains [larger than the sum of all reservations out of that pool. Admission control checks are typitally
performed for the following operations: creating a resource pool, powering on a virtual system, and
modifying the resource allocation settings for either a resource pool or a running virtual system.

8.1.4.5.2 Dynamically controlled processor resource consumption

With dynamically\controlled processor resource consumption, the amount of host processing resdurces
allocateq in support of a virtual processor is not a constant value but varies significantly over time

dependingon-factors like the processing requirements of the software executed within the virtual pystem
or the prhesﬂmwmmmmmmm—

Further, with dynamically controlled processor resource consumption, the amount of processing power
managed through a processor resource pool conceptually may be considered as unlimited, such that no
admission control is performed at the time virtual processors are initially allocated (usually at virtual
system activation time). Of course, this approach may result in an over commitment situation where the
host system experiences processing power shortages at a later point in time, such that ultimately the host
system is no longer able to support the sum of processing power requests of all hosted virtual systems.
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8.2 Implementation

This subclause provides normative requirements related to the arrangement of instances and properties

of instan

8.2.1

ces for implementations of the profile described in this clause.

Allocation units

This subclause details requirements for the unit of measurement that applies to the specification of
processor resource allocations.

8.21.1

Process
DSP000

8.2.1.2
If the ba

8.2.1.3
If the ba

General

br resource allocations and processor resource allocation requests shall be expressed th
l programmatic units using one these base units: "hertz", "percent", or "count".

Use of the base unit "hertz"

be unit of "hertz" is used, the following provisions apply:

CIM_Processor class

—  MaxClockSpeed property: is expressed in MHz as defined-in\the CIM Schema

—  CurrentClockSpeed property: is expressed in MHz as defined in the CIM Schema
CIM_ResourceAllocationSettingData class

— AllocationUnits property: Value shall use a base unit of "hertz”.

— Reservation property: Value shall be expressed in the unit expressed by the value
AllocationUnits property.

—  Limit property: Value shall be expressed in the unit expressed by the value of the
AllocationUnits property.

CIM_ResourcePool class
— AllocationUnits property: VValue shall use a base unit of "hertz”.

—  Capacity property: Value shall be expressed in the unit expressed by the value of {
AllocationUnits property.

— Reserved property: Value shall be expressed in the unit expressed by the value of
AllocationUnits ‘property.

Use of the\base unit "percent"”

be unit of "percent” is used, the following provisions apply:

CINI_Processor class

=" MaxClockSpeed: Value is expressed in MHz as defined in the CIM Schema

ough

of the

he

the

—  CurrentClockSpeed: Value is expressed in MHz as defined in the CIM Schema
CIM_ResourceAllocationSettingData class

—  AllocationUnits property: Value shall be "percent”

— Reservation property: Value shall be expressed in percent, stating a minimum percentage
of the processing power as requested from the resource pool identified by the RASD

instance.

—  Limit property: Value shall be expressed in percent, stating a maximum percentage of the
processing power to be provided by the resource pool identified by the RASD instance.
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e  CIM_ResourcePool class
—  AllocationUnits property: Value shall be "percent"
—  Capacity property: Value shall be expressed in the unit expressed by the value of the
AllocationUnits property.
— Reserved property: Value shall be expressed in percent, stating the reserved percentage
of processing power presently allocated from the pool.
8.2.1.4 Use of the base unit "count"
If the baseunit of "count" is used the fnllnwing prn\/icinne Qpply'

8.2.2
The imp

If the regresentation of host processors is implemented, the provisions in this subclause apply.

Each ho

the CIM | System instance that represents the host system through an instance of the CIM_Syster

CIM_Processor class

—  MaxClockSpeed: Value is expressed in MHz as defined in the CIM Schema.

—  CurrentClockSpeed: Value is expressed in MHz as defined in the CIM-Schema.
CIM_ResourceAllocationSettingData class

—  AllocationUnits property: Value shall use a base unit of "count”, the counted items

“count*0.1”.

— Reservation property: Value shall be expressed in the unit expressed by the value
AllocationUnits property.

—  Limit property: Value shall be expressed in the{unit expressed by the value of the
AllocationUnits property.

CIM_ResourcePool class

—  AllocationUnits property: Value shall'be use a base unit of "count" the counted iten

value “count*0.1”.

—  Capacity property: Value shall be expressed in the unit expressed by the value of {
AllocationUnits property.

— Reserved property:/Value shall be expressed in the unit expressed by the value of
AllocationUnits property.

Host resources

ementation of the representation of host processor resources is optional.

5t processor shall be represented by exactly one CIM_Processor instance that is associa

shall be

processors. For example, a unit of a tenth of a processor can\bé expressed using the value

of the

s shall

be processors. For example, a unit\of a tenth of a processor can be expressed using the

he

the

ted with
hDevice

associat

Oll.

Implementations may implement DSP1022 for host processors.

8.2.3

Resource pools

This subclause adapts the CIM_ResourcePool class for the representation of processor resource pools.

150

© ISO/IEC 2014 - All rights reserved


https://iecnorm.com/api/?name=c6179886aed84d232a428ce3db6acc42

ISO/IEC 19099:2014(E)
INCITS 483-2012

8.2.3.1 ResourceType property

The value of the ResourceType property shall be 3 (Processor).

8.2.3.2 ResourceSubType property
The implementation of the ResourceSubType property is optional.
If the ResourceSubType property is implemented, the provisions in this subclause apply.

The value of the ResourceSubType property shall designate a resource subtype. The format of the value
shall be as follows: "<org-id>:<org-specific>". The <org-id> part shall identify the organization that defined
the resolirce subtype value; the <org-specific> part shall uniquely identify a resource subtype within the

set of suptype defined by the respective organization.

8.2.3.3 Primordial property

The value of the Primordial property shall be set to TRUE for any CIM_ResourcePopknstance that
represer]ts a primordial processor resource pool. For other CIM_ResourcePool instances that repfesent
processgr resource pools, the value of the Primordial property shall be set to.FALSE.

8.2.3.4 PoollD property

The value of the PoollD property shall be set such that it enables urigue identification of the
CIM_Res$ourcePool instance within the scoping host system.

8.2.3.5 Reserved property
The implementation of the Reserved property is optional;

If the Refgerved property is implemented, its value shall reflect the amount of host processing resqurce
that is aqtually reserved from the resource pool,_ in units as expressed by the value of the AllocatipnUnits
property|(see 8.2.3.7).

8.2.3.6 Capacity property
The implementation of the Capacity property is conditional.

Conditiop: The Capacity property shall be implemented if the representation of the aggregation of|host
resourcgs is implemented (s€€*8.2.4).

If the Capacity property, is-implemented, its value shall reflect the maximum amount of processing power
that can jpe allocated from the resource pool, in units as expressed by the value of the AllocationUnits
property|(see 8.2:3.7%). If the CIM_ResourcePool instance represents a processor resource pool with
unlimited capacity; the value of the Capacity property shall be set to the largest value supported Hy the
uint64 ds

The speéiak f-the-implemen ation-dee &y v esource
capacity represented by the pool. This may reflect a permanent or a temporary situation.

8.2.3.7 AllocationUnits property

The value of the AllocationUnits property shall be expressed through DSP0004 programmatic units using
one these base units: "hertz", "percent", or "count".

NOTE  The units defined by the value of the AllocationUnits property apply to the values of the Reserved and the
Limit property; it does not apply to the value of the VirtualQuantity property.
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8.2.3.8 Instance requirements

Each processor resource pool shall be represented by a CIM_ResourcePool instance; the provisions of
8.5.12 and 8.2.3 apply. The CIM_ResourcePool instance shall be associated with the CIM_System
instance representing the host system through an instance of the CIM_HostedResourcePool association
(see the Resource Allocation Profile described in clause 5).

8.2.4  Aggregation of host resources

The implementation of the representation of the aggregation of host processor(s) into a processor
resource pool is optional.

If the regresentation of the aggregation of host processors is implemented, it may be supportedfgr all or
for only for some processor resource pools. If the aggregation of host processors is supported for|a
particulaf resource pool, any instance of the CIM_Processor class representing a host processor that
contributes processing resources into that resource pool shall be associated to the CIM-RésourcePool
instance|representing the resource pool through an instance of the subclass of CIM_(Component
associatjon; the provisions of 8.5.1 apply.

8.2.5 | Processor resource pool hierarchies

The implementation of the representation of processor resource pool hierarchies is optional. If
implemented, any concrete processor resource pool shall be represented through a CIM_Resour¢ePool
instance| where all of the following conditions shall be met:

e | The value of the Primordial property shall be FALSE:

¢ | The instance shall be associated through an instance of CIM_ElementAllocatedFromPgol
association to the CIM_ResourcePool instance.fhat represents its parent processor respurce
pool.

e | The instance shall be associated through an instance of the CIM_ElementSettingData
association to the RASD instance that,represents the amount of processing power allocated
from the parent resource pool.

8.2.6 | Default processor resouree pool

The implementation of designating.a default processor resource pool is optional. If implemented, all of the
following conditions apply:

o | The default processor resource pool shall be represented by a CIM_ResourcePool instdnce;
see 8.2.8.3.2.

e | That instance shall be associated to the CIM_AllocationCapabilities instance that repregents the
pools default allocation capabilities as specified in 8.2.8.4.3.

o | Thé same CIM_AllocationCapabilities instance shall also represent the systems default
allocation capabilities as specified in 8.2.8.3.2.

8.2.7 Processor resource pool management
The implementation of processor resource pool management is optional.

If implemented, the information in 5.2.4 applies; the profile described in this clause does not specify
specializations or extensions of resource pool management beyond those defined by the Resource
Allocation Profile (see clause 5).
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8.2.8 Processor resource allocation

This subclause details requirements for the representation of resource allocation information through
CIM_ResourceAllocationSettingData (RASD) instances.

8.2.8.1 General

NOTE  The Resource Allocation Profile (see clause 5) specifies two alternatives for modeling resource allocation:
simple resource allocation and virtual resource allocation.

Implementations of the profile described in this clause shall implement the virtual resource allocation
pattern as defined in 5.2.2.

8.2.8.2 Flavors of allocation data

Various flavors of allocation data are defined:
e | Processor resource allocation requests; see 8.1.4.1.
. Processor resource allocations; see 8.1.4.2.

o | Settings that define the capabilities or mutability of managed resources. The Allocation
Capabilities Profile described in clause 7 specifies a capabilities-model that conveys information
about the capabilities and the mutability of managed resourcés;in terms of RASD instances.

o | Parameters in operations that define or modify any of the fepresentations listed above. The

System Virtualization Profile described in clause 6 that spécifies methods for the definition and
modification of virtual resources. These methods use RASD instances for the parametefization
of resource-allocation-specific properties.

Table 103 lists acronyms that are used in subclauses 0f\8:2.8 in order to designate RASD instanges that
represer]t various flavors of processor resource allagation data.

Table|103 — Acronyms for RASD adapted for the representation of various flavors of allogation

data

Acronyjm Flavor

Q_RASD RASD adapted for the representation of processor resource allocation requests

R_RASp RASD adapted for the representation of processor resource allocations

C_RASD RASD ,adapted for the representation of settings that define capabilities of systems or
processer resource pools, or that define the mutability of processor resource allocationg or
processor resource allocation requests

D_RASp RASD adapted for the representation of new processor resource allocation requests in method
parameter values

M_RASD RASD adapted for the representation of modified processor resource allocations or progessor
resource allacation rpnluan in methaod parnmnfnr values

Subclauses of 8.2.8 detail implementation requirements for property values in RASD instances. In some
cases requirements only apply to a subset of the flavors listed in Table 103; this is marked in the text
through the use of respective acronyms.

8.2.8.3 CIM_ResourceAllocationSettingData class

This subclause defines rules for the values of properties in instances of the
CIM_ResourceAllocationSettingData (RASD) class representing processor resource allocation
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information representing the various flavors of processor resource allocation information defined in
Table 103.

8.2.8.3.1

ResourceType property

The value of the ResourceType property in RASD instances representing processor resource allocation
information shall be set to 3 (Processor) for processor resource allocation data.

8.2.8.3.2

PoollD property

The value of the PoollD property shall designate the processor resource pool. A NULL value shall

indicate

he use of the host system’s default processor resource pool

8.2.8.3.3

The value of the ConsumerVisibility property shall denote whether host processor is directly’pass

through

Other values shall not be used.

8.2.8.3.4

The implementation of the HostResource[ ] array property is conditional.

Conditiop: The value 2 (Passed-Through) is supported for the value of the ConsumerVisibility pro
any of thie values 3 (Dedicated), 4 (Soft Affinity) or 5 (Hard Affinity) is supported for the MappingB

property

If HostRé¢source[ ] array property is.imiplemented, the provisions in this subclause apply.

In the cases of { Q_RASD | C_RASD | D_RASD | M_RASD } the value of the HostResource[ ] arr

property

processing power for the progessor resource allocation.

In the case of R_RASD:the value of the HostResource[ ] array property shall refer to (the represe
of) the hpst resoureel(s) that contribute processing power for the processor resource allocation.

Elements of the-value of the HostResource[ ] array property shall refer to instances of CIM classe

the WBH

ConsumerVisibility property

o the virtual system or whether processor is virtualized. Values shall be assigned as follg

A value of 2 (Passed-Through) shall denote that the virtual processor isibased on a
passed-through host processor.

A value of 3 (Virtualized) shall denote that processor is virtualized:

In the cases of { Q_RASD | D_RASD | M_RASD), a value of ©(Unknown) shall indicate
processor resource allocation request does not predefine which type of processor shall
allocated.

HostResource[ ] array property

shall refer to (the representation of) one or more host resources that are configured to cq

M URIJ format as specified by DSP0207.

WS:

that the
be

berty, or
ehavior

Ay

ntribute

htation

S, using

8.2.8.3.5

AlTocationuUnits property

The value of the AllocationUnits property shall be expressed in one of the following programmatic units:
"hertz", "percent" or "count" or a multiple of the units expressed through a regular expression, as defined
in DSP0004 programmatic units.

NOTE

The units defined by value of the AllocationUnits property applies to the values of the Reserved and the
Limit property; it does not apply to the value of the VirtualQuantity property.
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8.2.8.3.6 VirtualQuantity property

The valu

e of the VirtualQuantity property shall denote the number of virtual processors available to a

virtual system.

NOTE

The value of the VirtualQuantity property is a count; it is not expressed in allocation units. The units used

for VirtualQuantity may be expressed in VirtualQuantityUnits (see 8.2.8.3.11).

8.2.8.3.7 Reservation property

The impl
If the Re
minimu
allocatio
8.2.8.3.8

The imp

ementation of the Reservation property is optional.

amount of host processing resources reserved for the use of a virtual system, expressefl in
N units.

Limit property

ementation of the Limit property is optional.

If the Limit property is implemented, the value of the Limit property shall denote the maximum ampunt (or

limit) of K
8.2.8.3.9
The imp

If the W4
allocatio

8.2.8.3.10 MappingBehavior property

The imp

If the M4
elements

InR_RA

ost processing power available to a virtual system, expressed in alloeation units.
Weight property
ementation of the Weight property is optional.

ight property is implemented, its value shall denote/the/relative priority of a processor regource
N in relation to other processor resource allocations from the same resource pool.

ementation of the MappingBehavior property is optional.

ppingBehavior property is implemented, its value shall denote how host resources referenced by
in the value of HostResource[ ] array property relate to the processor resource allocatiop.

SD instances the following rufes apply to the value of the MappingBehavior property:

A value of 2 (Dedicated)sshall indicate that the represented processor resource allocatign is
provided by host progcessor resources as referenced by the value of the HostResource[ || array
property that are exclusively dedicated to the virtual system.

A value of 3 (Soft Affinity) or 4 (Hard Affinity) shall indicate that the represented procesdor
resource allogation is provided using host processor resource as referenced by the value of the
HostResaeurce[ ] array property.

Otherwalues shall not be used.

In Q_RA

ISP instances the following rules apply to the value of the MappingBehavior property:

The special value NULL or a value of 0 (Unknown) shall indicate that the processor resource
allocation request does not require specific host resources.

A value of 2 (Dedicated) shall indicate that the processor resource allocation request shall be
provided by exclusively dedicated host processor resources as specified through the value of
the HostResource[ ] array property.

A value of 3 (Soft Affinity) shall indicate that the processor resource allocation request shall
preferably be provided by host processor resources as specified through the value of the
HostResource[ ] array property, but that other resources may be used if the requested
resources are not available.
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o Avalue of 4 (Hard Affinity) shall indicate that the processor resource allocation request shall
preferably be provided by host processor resources as specified through the value of the
HostResource[ ] array property and that other resources shall not be used if the requested
resources are not available.

° Other values shall not be used.

8.2.8.3.11 VirtualQuantityUnits property

VirtualQuantityUnits is an optional property that may be used to denote the units of the virtual device
being allocated from the resource pool. The value of VirtualQuantityUnits shall be "count".

8.2.8.3.12 ResourceSubType property

The value of the ResourceSubType property shall designate a resource subtype. The format of the value
shall be ps follows: "<org-id>:<org-specific>". The <org-id> part shall identify the organization thaf defined
the resolirce subtype value; the <org-specific> part shall uniquely identify a resource subtype within the

set of suptype defined by the respective organization.

8.2.84 Instance requirements
This subglause details processor resource allocation related instance requirements.
8.2.8.4.1 Representation of resource allocation requests

Each prgcessor resource allocation request shall be represented/by a Q_RASD instance; the proyisions
of 8.5.11 apply.

8.2.8.4.2 Representation of resource allocations

Each pracessor resource allocation shall be represented by a R_RASD instance; the provisions df 8.5.11
apply.

The R_RASD instance shall be associated to\the Q_RASD instance representing the corresponding
resourcq allocation request (see 8.2.8.4.1)through an instance of the CIM_ElementSettingData
associatlon; the provisions of 8.5.10 apply:

The R_RASD instance shall be assaciated to the CIM_ResourcePool instance providing resourcgs for the
allocatiop (see 8.2.3.8) through aninstance of the CIM_ResourceAllocationFromPool association| the
provisions of 8.5.4 apply.

Implemeintations may represent a resource allocation request and the corresponding resource allpcation
by one RASD instancej'in this case the association requirements of this subclause apply correspondingly.
Note thar association-instances that refer to the RA_SASD instance are only existent while the regource
is allocated.

8.2.8.4.3 Representation of resource allocation capabilities

The allocation capabilities of a system or a resource pool shall be represented by a
CIM_AllocationCapabilities instance that is associated to the CIM_System instance representing the
system or to the CIM_ResourcePool instance representing the resource pool through an instance of the
CIM_ElementCapabilities association. (See the Allocation Capabilities Profile described in clause 7.)

The settings that define the allocation capabilities of a processor resource pool shall be represented by
C_RASD instances; the provisions of 8.5.11 apply.

The processor allocation capabilities of a host system shall be a superset of the processor allocation
capabilities of all processor resource pools that are hosted by the host system.
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8.2.8.4.4 Representation of resource allocation mutability

The mutability of a resource allocation or resource allocation request shall be represented by a
CIM_AllocationCapabilities instance that is associated to the RASD instance representing the resource
allocation or resource allocation request through an instance of the CIM_ElementCapabilities association.
(See the Allocation Capabilities Profile described in clause 7.)

The settings that define the allocation capabilities of a processor resource pool shall be represented by
C_RASD instances; the provisions of 8.5.11 apply.

8.2.9  Virtual processor

A virtuallprocessor shall be represented by exactly one CIM_Processor instance; the provisions:gf 8.5.8
apply. That instance shall be associated to all of the following instances:

¢ | the CIM_ComputerSystem instance that represents the virtual system through-an“instarce of
the CIM_SystemDevice association; the provisions of 8.5.15 apply.

o | the RASD instance that represents processor resource allocation through-an instance of the
CIM_SettingsDefineState association; the provisions of 8.5.13 apply¢

o | the CIM_ResourcePool instance that represents the processor resource pool providing the
resource allocation through an instance of the CIM_ElementAllocatedFromPool associgtion; the
provisions of 8.5.2 apply.

Implementations may implement DSP1022 for virtual processors,

8.3 Methods

This subglause details the requirements for supporting intfinsic operations and extrinsic methods for the
CIM elements defined by the profile described in this-Clause.

8.3.1 | Profile conventions for operations

For each profile class (including associatiahs), the implementation requirements for operations, including
for thosgq in the following default list, are_specified in class-specific subclauses of this subclause.
The defdult list of operations for all-classes is:

o | Getlnstance()

e | Enumeratelnstances( )

e | EnumeratelnstanceNames( )

For clasges that'are referenced by an association, the default list also includes

e | ASsocCiators( )

e AssociatorNames( )
e References()

o  ReferenceNames( )

The implementation requirements for intrinsic operations and extrinsic methods of classes listed in
subclause 8.5, but not addressed by a separate subclause of this clause are specified by the "Methods"
clauses of respective base profiles, namely the Resource Allocation Profile (see clause 5) and the
Allocation Capabilities Profile described (see clause 7). These profiles are specialized by the profile
described in this clause, and in these cases the profile described in this clause does not add method
specifications beyond those defined in its base profiles.
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8.3.2 CIM_Processor for host processors

All operations in the default list in 8.3.1 shall be implemented as defined in DSP0200. Note that related
profiles may define additional requirements on operations for the profile class.

8.3.3 CIM_Processor for virtual processor

All operations in the default list in 8.3.1 shall be implemented as defined in DSP0200. Note that related
profiles may define additional requirements on operations for the profile class.

8.3.4 CIM_ReferencedProfile

All opergtions in the default list in 8.3.1 shall be implemented as defined in DSP0200. Note that.rglated
profiles may define additional requirements on operations for the profile class.

8.3.5 | CIM_RegisteredProfile

All opergtions in the default list in 8.3.1 shall be implemented as defined in DSP0200. Note that rglated
profiles may define additional requirements on operations for the profile class.

8.3.6 | CIM_SystemDevice for host processors

All opergtions in the default list in 8.3.1 shall be implemented as defined’in DSP0200. Note that rglated
profiles may define additional requirements on operations for the pfofile class.

8.3.7 | CIM_SystemDevice for virtual processors

All opergtions in the default list in 8.3.1 shall be implemenied as defined in DSP0200. Note that rglated
profiles may define additional requirements on operations for the profile class.

8.4 Upe cases
Clause §.4 describes use cases for virtual system definition, modification, and destruction.

Clause 12.4 describes use cases for discovery of virtual systems, determination of the state and
propertigs of a virtual system and the defined virtual system. This subclause is a pre-requisite to
understgnding the following use cases.

Clause 13.4 covers a numberof essential use cases and should be read.

The following use cases and object diagrams illustrate use of the profile described in this clause. [They
are for informative purposes only and do not introduce behavioral requirements for implementatiohs of the
profile.

Figure 18 is a general instance diagram showing the essential classes for processor resource allgcation.
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Virtual System: Virtualization System:
ComputerSystem System
(see referencing profile)
Hosted
System Resource
Device Pool
Settings Define State 75"0(33}6‘1'
Hosted
Current State: Virtual CPU: Processor:ResourcePool Service
RgsourceAllocation Processor
SettingData
Elg¢mentCapabiities ServiceAffects
Element
AllpcationCapability :ResourcePool
ConfigurationService
‘ . ) ResourceAllocation
Settnggflnes SettingData Elefnent
Capability Capdilities
(Max)
:ResourcePool
Configuration
Capabilities
BettingDefines
Capability ResourceAllocation
(Min) SettingData
SettingDégfines
Capabjlity
(Increment)
ResourceAllocation

SettingData

Figure 18 ~Processor Resource Virtualization Profile: Instance diagram

There arg different-allocation units that may be used for the processor resource pool.

If instanges of-CIM_processor are instantiated to represent the physical processors aggregated into the
primordialpaal those instances should conform to DSP1022

A defined state for allocation of processor resources is shown in Figure 19.

159
© ISO/IEC 2014 - All rights reserved


https://iecnorm.com/api/?name=c6179886aed84d232a428ce3db6acc42

ISO/IEC 19099:2014(E)

INCITS 483-2012

VS1: ComputerSystem

VS1STAT:
VirtualSystemSettingData

SettingsDefineStat

lementSettingDat:

VS1DEF:
VirtualSystemSettingData

VirtualSystemSettingDataComponent

PXREQ: ResourceAllocationSettingData

ResourceType = 3 (Processor).
OtherResourceType = NULL.
PoollD = NULL

AllocationUnits = "hertz*10%6" (MHz)
VirtualQuantity = 1

Virtual system|representation

“state” virtual system
reprensentation

resource allocatiop-requiest

“defified”virtual system configuratjon

Figure 19 — Defined state

An active state for allocation of processor resources is shown in Figure 20.
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CurrentClockSpeed = 600 (MHz)
MaxClockSpeed = 2000 (MHz)
ExternalBusClockSpeed = 0 (Unknown)
CPUStatus = 0 (Unknown) ingsDefir

ResourceType = 3 (Processor).
OtherResourceType = NULL.
PoollD = VPRP0001

VS1: ComputerSystem 1 VS1STAT: W VS1DEF:
" VirtualSystemSettingData " VirtualSystemSettingData
\gsDefir lementSettingD:
] R
System
Device
VirtualSystemSettingDataComponent VirtualSystemSettingDataComponent
V81 Processor: Processor "
PXREQ: ResourceAllocationSettingData PXREQ: ResourceAllocationSettingData
Family =1 (Other)

ResourceType = 3 (Processor).
OtherResourceType = NULL.

AllocationUnits = "hertz*107&" (MHz) _omenseng -

PoollD = NULL

Jnitem—herat00a:

Enab

Health:

RequpstedState = 12 (Not Applicable)
OperdtionalStatus = 3 (OK)

ElemgntName = "VS1 Processor"
OtherfFamilyDescription = "Virtual CPU"

tState="0~torkrowTy

VirtualQuantity = 2

Reservation = 1000 (MHz)

Limit = 2000 (MHz)

Weight = NULL

VirtualQuantityUnits = "hertz*10"6" (MHz)

State = 5 (OK)

resource allocation

resolirce representation |_
Virtual §ystem representation “state” virtual system reprensentation
Allocated
Active| State for the VS FromPool

Prodessor:ResourcePool

ResourceType
OtherResource

ResourceSubType= "4-way dual core"
AllocationUnits F "hertz*10%6" (MHz)

Capacity = 115¢0 (MHz)

Reserved = 2040 (MHz)
ConsumedResqurceUnits = "hertz*10%6" (MHz)
CurrentlyConsumedResource 600 (MHz)
MaxConsumablpResource 2000 (MHz)

3 (Processor).
yoe ="

VP1:[ComputerSystem

Hosted
Resource
Pool

8.4.1

8.4.1.1
The virtu

Figure 20 — Active state

Use case 1 — Increasethé allocated processor capacity to a virtual machin

MHz.

Pre-conditions

al system is agtive.

The CIM_ComputetSystem instance representing the virtual system is known.

The CIM_ResourcePool instance representing the processor resource pool is known.

The CIM_AllocationUnits of the resource pool is “hertz*10%6”

VirtualQuantity = 1

resourcegaligcation reques

“defined"wirtual system configurgti

o
>

ein

The defined CIM_ResourceAllocationSettingData for the processor has property Reservation = 1000 (that
is, 1GHz of processer capacity is allocated to the existing active virtual system) and has property Limit =
3000. The Reservation represents the minimum guaranteed resource available, even when system
overcommitted. The sum of the Reservations must be less than the capacity of the resource pool. The
Limit represents the maximum resource consumption, even when under committed.

8.4.1.2

Main

The client changes the defined CIM_ResourceAllocationSettingData for the processor property to
Reservation = 2000.
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The client invokes the CIM_VirtualManagementService.ModifyResourceSettings( ) method.

Check the return code value for success execution.

8.4.1.3 Post-conditions

The minimum processor capacity required to be allocated for the support of the virtual processor is now
2 GHz, the maximum admissible processor capacity is now 3 GHz.

8.4.2 Use case 2 —Increase the allocated processor capacity to a virtual machine in
percent.

8.4.2.1 Pre-conditions

The virtdal system is active.

The CIM_ComputerSystem instance representing the virtual system is known.

The CIM_ResourcePool instance representing the processor resource pool is known.
The CIM_ResourceAllocationSettingData.AllocationUnits of the resource poolis “%”.

The defihed CIM_ResourceAllocationSettingData for the processor has-property Reservation = 10 (that
is, ten pgrcent of processer capacity is allocated to the existing active virtual system) and has property
Limit = 1p.

8.4.2.2 Main

The client changes the defined CIM_ResourceAllocationSettingData for the processor property
Reservagion = 15.

The client invokes the CIM_VirtualSystemManagementService.ModifyResourceSettings() method.

Check the return code value for success execution.

8.4.2.3 Post-conditions

The progessor resource allocated\to'the virtual system is now 15 percent minimum and the maximum
processar resource that the virtual system can consume is 15 percent.

8.4.3 | Use case 3 (Add a virtual processor to a virtual system

8.4.3.1 Pre-conditions
The virtdal system’is in-active.

The CIM_ComputerSystem instance representing the virtual system is known.

The CIM_ResourcePool instance representing the processor resource pool is known.
TheCIM_ResourceAllocationSettingData.AllocationUnits of the resource pool is “hertz*10"6”.

Figure 21 illustrates the instance diagram before the
CIM_VirtualSystemManagementService.ModifyResourceSettings() method is called.
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resource allocation request

VS1: ComputerSystem
\

E—

Family =|1 (Other)
CurrentClockppeed = 550 (MHz)
MaxClockSpded = 3000 (MHz)

CPUsStatus =0 (Unknown)
EnabledStatg = 0 (Unknown)

OperationalSjatus = 3 (OK)
HealthState 4 5 (OK)

virtual system rppresentation

Figure 2P illustrates the resource allocation setting data transferred with the

ingsDefir VS1STAT: lementSettingDat; ( VS1DEF:
VirtualSystemSettingData ‘ VirtualSystemSettingData
N [
System
Device
VirtualSystemSettingDataComponent VirtualSystemSettingDataComponent
V$1 Processor01:Processor PXREQb: Resource \SettingData - -
PXREC gData
g‘:;t?ile?rz ;P}§(Elgg::essor) ResourceType = 3"(Rrocessor).
ExternalBus{lockSpeed = 0 (Unknown) OtherResozEceType SNULL. OtherResourceFype =INULL.
- . : PoollD = NULL
i i =" N " ElementSettin;
1gsDetlr e MHz) snll > Allocationnifs = "hertz*10°6" kMHz)
RequestedSthte = 12 (Not Applicable) VirtualQuantity = 1 VirtualQuantity = 1
Reservation = 2000 (MHz)
Limit = 3000 (MH.
ElementNamg = "VS1 Processor01" V\Ilr:ilgh' - NU(LL 2)
VirtualQuantityUnits = "hertz*10%6" (MHz)
Allocated
FromPool “state” virtual system configuration “defined” virtual system configurgtion

VP1-ProcessorPool:ResourcePool

InstancelD = "VP1-ProcessorPool"

Figure 21 —CIM_ModifyResourceSettings — Before

ResourceType = 3 (Processor).
OtherResourceType ="

ResourceSubType= "4-way dual core"
AllocationUnits = "hertz*106" (MHz)

Capacity = 11500 (MHz)

Reserved = 2000 (MHz)
ConsumedResourceUnits = "hertz*10"6" (MHz)
CurrentlyConsumedResource 550, (MHz)
MaxConsumableResource 3000y(MHz)

VP1: ComputerSystem Hosted

Resource
Pool

CIM_Vir{ualSystemManagementService.ModifyResourceSettings( ) method call to increase the niimber of

virtual processors.
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PXREQb: ResourceAllocationSettingData

InstancelD = PXREQb
ResourceType = NULL
OtherResourceType = NULL
PoollD = NULL
AllocationUnits = NULL
VirtualQuantity = 2

8.4.3.2
Check th

Main

KGSEIVdI.iUII = NULL

Limit = NULL

Weight = NULL
VirtualQuantityUnits = NULL

Figure 22 — RASD to Modify Resources

e maximum value of the CIM_ResourceAllocationSettingData:VirtualQuantity to verify th

virtual processor addition is allowed.

Check th
process(

The clier
The clier

Check th

8.4.3.3
The virty

r addition is allowed.

Post-conditions

e increment value of the CIM_ResourceAllocationSettingData.VirtualQuantity to verify th

t changes the CIM_ResourceAllocationSettingData.VirtualQuantity by one.
t invokes the CIM_VirtualSystemManagement.Service.ModifyResourceSettings( ) method.

e return code value for success execution.

al quantity of processors @llocated to the virtual system is now one greater.

Figure 28 illustrates the instance diagram after the

CIM_Vir{ualSystemManagementService.ModifyResourceSettings() method is called.

by
—

a

At a one

[o8
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resource representation resource allocation resource allocation request
VS1: ComputerSystem w " " VS1STAT: J : VS1DEF:
1gsDefir . . lementSettingD: .
\ | VirtualSystemSettingData VirtualSystemSettingData

:‘ ] |

VirtualSystemSettingDataComponent VirtualSystemSettingDataComponent

V81 Processor01:Processor

PXREQb: ResourceAllocationSettingData PXREQa: ResourceAllocationSettingData

Family =1 (Other)
CurrentClockSpeed = 550 (MHz) System InstancelD = "PXREQb"

- ) = R Type = 3 (P .
MaxClockSpeed = 1500 (MHz) Device ResourceType = 3 (Processor). esourceType = 3 (| Iocessor)
ExternalBusClockSpeed = 0 (Unknown) R OtherResourceType = NULL.
CPUStatus =0 (Unknown) ettingsDefir PoollD = "VPW-PFgcessorPodl" e E lementSeettingD PoollD = NULTC

EnabledStatg = 0 (Unknown)
RequestedSthte = 12 (Not Applicable)
OperationalSjatus = 3 (OK)

AllocationUnits = "hertz*1026" (MHz)

AllocationUnits = "hertz*10%6" (MHz) VirtualQuantity = 1

VirtualQuantity = 2

HealthState 45 (OK) O Reservation = 2000 (MHz)
175 . Limit = 3000 (MHz)
ElementNamg = "VS1 Processor01 Weight = NULL

OtherFamilyQJescription = "Virtual CPU"

VirtualQuantityUnits = "hertz*10%6" (MHz)

“state” virtual system configuration “deéfined™virtual system configurgtion
Allocated
FromPool
V81 Pfocessor02:Processor VP1-ProcessorPool:ResourcePool
Family 1 (Other) —w "
CurrentClocHSpeed = 550 (MHz) :g::liig?r 7peV=Pj°»-(PF[?::esss:0r|:00|
MaxClockSpped = 1500 (MHz) OtherResoL{rceType N
ExternalBuslockSpeed = 0 (Unknown) ResourceSubType= "4-way dual core”
CPuSiatus 10 (Unknown) AllocationUnits = "hertz*10%6" (MHz)
nabledStat¢ = 0 (Unknown) Capacity = 11500 (MHz)
RequestedStfate = 12 (Not Applicable) Reserved = 2000 (MH2)
ionald - =
Ss:liahtlscizz‘ ta;ngK)S (©K) ConsumedResourceUnits = "hertz*10%6" (MHz),
ElementNare = "VS1 Processor02" CurrentlyConsumedResource 1100 (MHz)
OtherFamilypescription = "Virtual CPU" MaxConsumableResource 3000 (MHz)
VP1: ComputerSystem Hosted
% —Resource
virtual system rgpresentation Pool

Figure 23 — CIM_ModifyResourceSettings — After

8.4.4 | Use case 4 — Allocation of processor resource by weight

8.4.4.1 Pre-conditions

The virtdal system is in-active:

The CIM_ComputerSysteni instance representing the virtual system is known.

The CIM_ResourcePool instance representing the processor resource pool is known.
The CIM_AllocationUnits of the resource pool is “hertz*10"6”.

The defihed.€IM_ResourceAllocationSettingData for the processor has property Reservation = 0|(that is,

no minimum level of processer capacity is allocated 1o the existing active virtual system) and has property
Limit = none.

8.4.4.2 Main

The client changes the defined CIM_ResourceAllocationSettingData for the processor property Weight =
200.

The client invokes the CIM_VirtualSystemManagementService.ModifyResourceSettings() method.

Check the return code value for success execution.
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The client activates the virtual system.

8.4.4.3 Post-conditions

The processor resource allocated to the virtual system is now 200/ SUM (Weight for each active virtual
system). For example, if there are three other virtual systems with their Weight properties set to 200, 300,
100, then this virtual system is allocated 200/(200+300+100+200) or 25% of the processer capacity.

8.45 Use case 5— Allocation of an additional processor resource

8.4.5.1 Pre-conditions

The virtdal system is active.
The CIM_ComputerSystem instance representing the virtual system is known.
The CIM_ResourcePool instances representing the processor resource pools is knowt:
. H [T AQY
The CIM_AllocationUnits of the resource pools is “hertz 10"6”.
Figure 24t illustrates the instance diagram before the
CIM_Vir{ualSystemManagementService.AddResourceSettings() method is called.
resource representation resource allocation resource allocation request
VS1: ComputerSystem ‘ w ingsDefir ‘ VS1STAT: Tm” ntSettingD VS1DEF:
\ VirtualSystemSettingData VirtualSystemSettingData
\
! g |
System
Device
VirtualSystemSettingDataComponent VirtualSystemSettingDataComponent
V81 Prp: 01:P1 . i i
rpeesser rocessor PXREQbaRgburceAllocationSetingData PXREQa: ResourceAllocatiopSettingData
Family =|1 (Other)
CurrentClockppeed = 550 (MHz) — "
MaxClockSpded = 3000 (MHz) gstantelD P}REQb ResourceType = 3 (Processor).
RésourceType = 3 (Processor). OtherR T = NULL
ExternalBus{lockSpeed = 0 (Unknown) - therResourceType =
. OtherResourceType = NULL. . R SubT = "CPU"
CPUStatus =[0 (Unknown) 1gsDefir = " ElementSettingD esourcesublype =
PoollD = "VP1-ProcessorPool -
EnabledStatg= 0 (Unknown) AllocationUnits = "hertz*10°6" (MHz) P°°||D_— VP_1'P'009550'P00|
RequestedStite = 12 (Not Applicable) " _ AllocationUnits = "hertz*106"(MHz)
OperationalSfatus = 3 (OK VirtualQuantity = 1 VirtualQuantity = 1
perationalSfatus = 3 (OK) Reservation = 2000 (MHz)
HealthState 4 5 (OK) Limit = 3000 (MHz)
ElementNamg = "VS1 Processor01" Weight = NULL
VirtualQuantityUnits = "hertz*10%6" (MHz)
Allocated
FromPool “state” virtual system configuration “defined” virtual system configurgtion
VP1-ProcessorPool:ResourcePool
VP1-GraphicsProcessorPool:HesourcePool
InstancelD = "VP1-ProcessorPool"
ResourceType = 3 (Processor). InstancelD = "VP1-GraphicsProcgssorPool"
OtherResourceType =" ResourceType = 3 (Processor).
ResourceSubType= "4-way dual core” OtherResourceType =" )
AllocationUnits = "hertz*106" (MHz) ResourceSubType= "Graphics C¢-processor"
Capacity = 11500 (MHz) AllocationUnits = "hertz*10%6" (MHz)
Reserved = 2000 (MHz) Capacity = 1000 (MHz)
) 2 = 500-(Viiz)
t
CurrentlyConsumedResource 550 (MHz) ConsumedResourceUnits = "hertz*10%6" (MHz)
MaxConsumableResource 3000 (MHz) CurrentlyConsumedResource 450 (MHz)
L ] MaxConsumableResource 1000 (MHz)
Hosted
VP1: ComputerSystem Resourcel
Pool Hosted
virtual system representation  E— Resource:
Pool

Figure 24 — CIM_AddResourceSettings — Before
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Figure 25 illustrates the resource allocation setting data transferred with the

CIM_VirtualSystemManagementService.AddResourceSettings( ) method call to add an additional virtual
processor to the virtual system.

GXREQa: ResourceAllocationSettingData

ResourceType = 3 (Processor).
OtherResourceType = NULL.
ResourceSubType = "GPU"

PoollD = "VP1-GraphicsProcessorPool"
Allacationllnits = "hartz*10A8" (l\/ll-l—;)

VirtualQuantity = 1

Figure 25 — RASD to add processor

8.4.5.2 Main

The client creates a defined CIM_ResourceAllocationSettingData specifying the PoolID for the resource
pool from which the additional processor is to be allocated.

The client invokes the CIM_VirtualSystemManagementService.AddResourceSettings() method.

Check the return code value for success execution.

8.4.5.3 Post-conditions

The progessor resources allocated to the virtualsystem is now two processors, one from the “VP1-
ProcesssorPool” and one from the“VP1-GraphicsProcesssorPool”. Figure 26 illustrates the instance
diagram|after the CIM_VirtualSystemManagementService.AddResourceSettings() method is call¢d.
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resource representation

resource allocation

resource allocation request

VS1: ComputerSystem ‘ W

HealthState § 5 (OK)
ElementNanfe = "VS1 Processor11"
OtherFamilyPescription = "Virtual GPU"

virtual system rgpresentation

8.5 CJM elements

“state” virtual system configuration

ingsDefir VS1STAT: ( VS1DEF:
| VirtualSystemSettingData ‘ VirtualSystemSettingData
:‘ e o
VirtualSystemSettihgDataComponent VirtualSystemSettingDataComponent
V81 Pracessor01:Processor PXREQb: ResourceAllocationSettingData PXREQa: ResourceAllocationSettingData

Family =1 (Other)

CurrentClockSpeed = 550 (MHz) System InstancelD = "PXREQb"

= i R T =3 (P! A

MaxClockSpeed = 1500 (MHz) Device ResourceType = 3 (Processor). esourceType = 3 ( _rocessor)
ExternalBusClockSpeed = 0 (Unknown) N OtherResourceType = NULL
CPUStatus =[0 (Unknown) ettingsDefineStatesf M=t o,/ 15"~ /P 1_ProcessorPool" et E lementSetting D esourcesub yp

EnabledStatg= 0 (Unknown) . Pl 4 (NG PooIID_= "VP_1-ProcessorPooI
RequestedSthte = 12 (Not Applicable) e i = g er1076" (2) AllocationUnits = "hertz" 10/6°(MHz)
OperationalSjatus = 3 (OK) L VirtualQuantity = 1

N Reservation = 2000 (MHz)

HealthState 4 5 (OK) Limit = 3000 (MHz)

ElementNamg = "VS1 Processor01" Weight = NULL

OtherFamilyQescription = "Virtual CPU" VirtualQuantityUnits = "hertz*1076" (MHz)

GXREQb: ResourceAllocationSettingData “défiried™virtual system configurdtion
V81 Pfocessor11:Processor InstancelD = "GXREQb"
ResourceType = 3 (Processor).

Femly 12 Omen SetingsDef GtherResouresType  NULL orPoor

CurrentClocHSpeed = 450 (MHz) H PooIID_— VP_1-Grfaph|csProc?ssorPool

MaxClockSpped = 1000 (MHz) Allocated AllocationUnits = "hertz*10%6" (MHz)

ExternalBus¢lockSpeed = 0 (Unknown) FromPool VirtualQuantity = 1

CPUStatus 4 0 (Unknown) Reservation = 500 (MHz)

EnabledStat¢ = 0 (Unknown) Limit = 1000 (MHz)

RequestedSfate = 12 (Not Applicable) Weight = NULL . ot

Operationaldtatus = 3 (OK) VirtualQuantityUnits = "hertz*10%6" (MHz)

VP1-ProcessorPool:ResourcePool

VP1-GraphicsProcessorPool:ResourcePool

InstancelD = "VP1-ProcessorPool*
ResourceType = 3 (Processar),
OtherResourceType =™
ResourceSubType= "4-way,dual core”

Allocated

Figure 26 — CIM_AddResourceSettings — After

AllocationUnits = "hertz: 106" (MHz)

Capacity = 11500 (MHz)

Reserved = 2000, (MHz)
ConsumedResaqurceUnits = "hertz*10"6" (MHz)
CurrentlyConSumedResource 550 (MHz)
MaxConsumableResource 3000 (MHz)

InstancelD = "VP1-GraphicsProcessorPool"
ResourceType = 3 (Processor).

OtherResourceType =
ResourceSubType= "Graphics Co-processor"
AllocationUnits = "hertz*10%6" (MHz)

Capacity = 1000 (MHz)

Reserved = 500 (MHz)
ConsumedResourceUnits = "hertz*10%6" (MHz)
CurrentlyConsumedResource 450 (MHz)
MaxConsumableResource 1000 (MHz)

FromPool: L
Hosted
VP1: ComputerSystem Resource

Pool

|

Hosted
Resource:
Pool

Table 104 lists<CIM elements that are adapted by the profile described in this clause. Each CIM element

shall be
element

mplemented as described in Table 104. The CIM Schema descriptions for any referenced
andits sub-elements apply.

Subclauses 8.2 ("Implementation") and 8.3 ("Methods") may impose additional requirements on these

elements.
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Table 104 — CIM Elements: Processor Resource Virtualization Profile

Element name Requirement | Description

See the Resource Allocation Profile

CIM_AffectedJobElement Optional described in clause 5.

CIM_AllocationCapabilities for capabilities Mandatory See the Al!ocatlon Capabilities Profile
described in clause 7.

CIM_AllocationCapabilities for mutability Optional See the Allocation Capabilities Profile
described in clause 7.

CIM_Cd¢mponent for resource pool Conditional See 8.5.1.

CIM_CéncreteJob Optional See the Rv_asource Allocation Rrofile
described in clause 5.

C_IM_EI ementAllocatedFromPool for allocated Mandatory See 8.5.2.

virtual grocessors

QIM_EI a'mentAIIocatedFromPool for resource pool Conditional See 8.5.3.

hierarchies

CIM_ElementCapabilities for capabilities Mandatory See the Al!ocatlon Capabilities Profile
described’in clause 7.

CIM_ElbmentCapabilities for mutability Conditional | 568 the Allocation Capabilities Profile
described in clause 7.

CIM_ElementCapabilities for resource pools Mandatory See the Rgsource Allocation Profil
described in clause 5.

CIM_E_I bmentSettingData for processor resource Mandatory See 8.5.4.

allocatign

CIM_ElementSettingData for processor resource Conditional See 8.5.5.

pools

CIM_Hg¢stedDependency Optional See 8.5.6.

CIM_HgstedResourcePool Mandatory See the Rt_asource Allocation Profilg
described in clause 5.

CIM HostedService Mandatory See the Rgsource Allocation Profilg

- described in clause 5.

CIM_Prpcessor for host processors Conditional See 8.5.7.

CIM_Prpcessor for virtual processors Mandatory See 8.5.8.

CIM RéferencedBrofile Mandatory See the Virtual System Profile des¢ribed

- in clause 12.

CIM_RggisteredProfile Mandatory See 8.5.9.

CIM_R DUUIUUA::UUG:;UIIlr_IUIIIPUU: CP{;UIIG: SCC 8.5.10.

CIM_ResourceAllocationSettingData Mandatory See 8.5.11.

CIM_ResourcePool Mandatory See 8.5.12.

CIM_ResourcePoolConfigurationCapabilities Mandatory See the Rgsource Allacation Profile
described in clause 5.

CIM_ResourcePoolConfigurationService Mandatory See the Rv_asource Allocation Profile
described in clause 5.

CIM_SettingsDefineState Mandatory See 8.5.13.
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Element name Requirement | Description
CIM_ServiceAffectsElement Mandatory ch:Sectrriw:elg?:c:ﬁarﬁgeAg.ocation L
CIM_SystemDevice for host processors Conditional See 8.5.14.

CIM_SystemDevice for virtual processors Mandatory See 8.5.15.

Indications

None defined

8.5.1

The imp
resource

Conditio

The CIM
the prov
associat
the conc

Table 1@
those sp

CIM_Component for resource pool

ementation of the CIM_Component association for the representation of the aggregation
s into resource pools is conditional.

n: The representation of resource aggregation (see 8.2.4) is implemented:

| Component association is abstract; therefore it cannot be directly itnplemented. For this
sions in this subclause shall be applied to implementations of subclasses of the CIM_Co
on. However, note that clients may directly resolve abstract agsoeiations without knowleg
rete subclass that is implemented.

5 lists the requirements for elements of this association./These requirements are in addit
ecified in the CIM Schema and in the Resource Allocation Profile described in clause 5.

Table 105 — Association: CIM_Component for resource pool

of host

reason
mponent
ge of

onto

Elemen

ts Requirement Notes

Group(

omponent Mandatory Key: Value shall reference the
CIM_ResourcePool instance that
represents the resource pool.

Cardinality: 0..1

PartCornponent Mandatory Key: Value shall reference the

CIM_ManagedElement instance th
represents a component of the res
pool.

Cardinality: *

urce

8.5.2
Table 10

CIM_ElementAllocatedFromPool for allocated virtual processors

6 lists‘the requirements for elements of this association. These requirements are in addit

those sp

onto

cified in the CIM Schema and in the Resource Allocation Profile described in clause 5
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Table 106 — Association: CIM_ElementAllocatedFromPool

Elements Requirement Notes

Antecedent Mandatory Key: Value shall reference the instance of
the CIM_ResourcePool class that
represents a processor resource pool.
Cardinality: 1

Dependent Mandatory Key: Value shall reference the instance of

the CIM_Processor class that represents
virtual processor resulting from a

processor allocation trom the pool.

Cardinality: *

8.5.3 | CIM_ElementAllocatedFromPool for resource pool hierarchies

The implementation of the CIM_ElementAllocatedFromPool association for the representation of fesource
pool hienarchies is conditional.

Conditiop: Resource pool management (see 8.2.7) is implemented.

Table 1(7 lists the requirements for elements of this association. These requirements are in additjon to

those spgcified in the CIM Schema and in the Resource Allocation Profile described in clause 5.

Table 107 — Association: CIM_ElementSettingData

Elemerts

Requirement

Notes

Antecedent

Mandatory

Key: Value shall reference the
CIM_ResourcePool instance that
represents the parent resource poql.

Cardinality: 1

Dependent

Mandatory

Key: Value shall reference the
CIM_ResourcePool instance that
represents the child resource pool.

Cardinality: *

8.5.4 | CIM_ElementSettingData for processor resource allocation

Table 108 lists the~requirements for elements of this class. These requirements are in addition to fhose

specified in the_.CIM Schema and in the Resource Allocation Profile described in clause 5.
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Table 108 — Association: CIM_ElementSettingData for processor resource allocation

Elements Requirement Notes

ManagedElement Mandatory Key: Value shall reference the RASD
instance represents the processor
resource allocation.

Cardinality: 1

SettingData Mandatory Key: Value shall reference the RASD
instance that represents the processor
resource allocation request.

Cardinality: 0..1

IsDefault Mandatory Value shall be 1 (Is Default).

8.5.5 | CIM_ElementSettingData for processor resource pool

The implementation of the CIM_ElementSettingData class for the representation,of the relationsh|p
between|a child resource pool and its processor resource allocation is conditional.

Conditiop: Processor resource pool hierarchies (see 8.2.5) are implemented.

Table 109 lists the requirements for elements of this class. These requirements are in addition to fhose
specified in the CIM Schema and in the Resource Allocation Prgfile described in clause 5.

Table 109 — Association: CIM_ElementSettingData (Processor Resource Pool)

Elements Requirement Notes

ManaggedElement Mandatory Key: Value shall reference the
CIM_ResourcePool instance that
represents the concrete processor
resource pool.

Cardinality: 0..1

SettingPata Mandatory Key: Value shall reference the RA$D
instance that represents the procegsor
resource allocation.

Cardinality: 0..1

8.5.6 | CIM_HostedDependency

The support of the CIM_HostedDependency association is optional.

Table 110\ists the requirements for elements of this association. These requirements are in additjon to
those specified in the CIM Schema and in the Resource Allocation Profile described in clause 5.
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Table 110 — Association: CIM_HostedDependency

Elements

Requirement

Notes

Antecedent

Mandatory

Key: Value shall reference the

host processor.

Cardinality: 0..1

CIM_Processor instance that represents

Dependent

Mandatory

Key: Value shall reference the

virtual processor.

CIM_Processor instance that represents

Cardinality: 0..1

8.5.7 | CIM_Processor (host processor)

The implementation of the CIM_Processor class for the representation of host proéessors is cond

Conditiop: The representation of host resources is implemented; see 8.2.2.

Table 111 lists the requirements for elements of this class. These requirements are in addition to

specified in the CIM Schema and in DSP1022 if that is implemented.

Table 111 — Class: CIM_Processor (host'processor)

tional.

hose

Elements Requirement Notes
System[CreationClassName Mandatory Key

CreatiopnClassName Mandatory Key

SystemName Mandatory Key

Name Mandatory Key

EnabledState Mandatory See CIM schema description.
RequesgtedState Mandatory See CIM schema description.

8.5.8 | CIM_Processor (virtual processor)

See 8.2.p for detailed implémentation requirements for this class adaptation.

Table 112 lists the fequirements for elements of this class adaptation. These requirements are in

to those [specified.in the CIM Schema and in DSP1022 if that is implemented.

Table 112 — Class: CIM_Processor (virtual system)

addition

Elements Requirement Notes
SystemCreationClassName Mandatory Key
CreationClassName Mandatory Key
SystemName Mandatory Key

Name Mandatory Key
EnabledState Mandatory Unspecified.
RequestedState Mandatory Unspecified.

173

© ISO/IEC 2014 - All rights reserved


https://iecnorm.com/api/?name=c6179886aed84d232a428ce3db6acc42

ISO/IEC 19099:2014(E)
INCITS 483-2012

8.5.9 CIM_RegisteredProfile

The basic adaptation of the CIM_RegisteredProfile class is specified by DSP1033.

Table 113 lists the requirements for elements of this class. These requirements are in addition to those

specified in DSP1033.

Table 113 — Class: CIM_RegisteredProfile

Elements Requirement Notes
RegisteredOrganization Mandatory Value shall be set to 2 (DMTF).
RegisteredName Mandatory Value shall be set to “Processor Rgsource
Virtualization”.
RegisteredVersion Mandatory Value shall be set to the-version offthe
profile described in this’clause: “1.0.0".
8.5.10 | CIM_ResourceAllocationFromPool
The support of the CIM_ResourceAllocationFromPool association is optional.
Table 114 lists the requirements for elements of this association. These Tequirements are in additjon to
those spgcified in the CIM Schema and in the Resource Allocation Profile described in clause 5.
Table 114 — Association: CIM_ResourceAllocationFromPool
Elements Requirement Notes
Antecedent Mandatory Key: Value shall reference the instpnce of
the CIM_ResourcePool class that
represents a processor resource pgol.
Cardinality: 0..1
Dependent Mandatory Key: Value shall reference the instgnce of

the CIM_ResourceAllocationSettingData

class that represents a processor
resource allocation from the pool.

Cardinality: *

8.5.11 | CIM_ResdourceAllocationSettingData

See 8.2.B.3 for detailed implementation requirements for this class.

Table 115 lists'the requirements for elements of this class. These requirements are in addition to
specified inithe CIM Schema and in the Resource Allocation Profile described in clause 5

hose
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Table 115 — Class: CIM_ResourceAllocationSettingData

Elements Requirement Notes

InstancelD Mandatory Key; see the Resource Allocation Profile
described in clause 5.

ResourceType Mandatory Value shall be 3 (Processor).

OtherResourceType Mandatory Value shall be NULL.

ResourceSubType Optional See 8.2.8.3.12.

PoollD Mandatory See 82832

ConsunperVisibility Optional See 8.2.8.3.3.

HostRepource] ] Optional See 8.2.8.3.4.

AllocatipnUnits Mandatory See 8.2.8.3.5.

VirtualQuantity Mandatory See 8.2.8.3.6.

Reservation Optional See 8.2.8.3.7.

Limit Optional See 8.2.8.3:8.

Weight Optional See 872.8.3.9.

AutomaticAllocation Optional See the Resource Allocation Profilg
described in clause 5.

AutomaticDeallocation Optional See the Resource Allocation Profilg
described in clause 5.

MappingBehavior Optional See 8.2.8.3.10.

VirtualQuantityUnits Optional See 8.2.8.3.11

8.5.12 | CIM_ResourcePool

Table 116 lists the requirements for elements of this class. These requirements are in addition to those

specified in the CIM Schema and in the Resource Allocation Profile described in clause 5.

Table 116 — Class: CIM_ResourcePool

Elements Requirement Notes

InstancelD Mandatory Key

ElementName Optional See the Resource Allocation Profilg
described in clause 5.

PoollD Mandatory See 8.2.3.3.

Primordial Mandatory See 8.2.3.4.

Capacity Conditional See 8.2.3.6.

Reserved Optional See 8.2.3.5.

ResourceType Mandatory Value shall be 3 (Processor).

OtherResourceType Mandatory Value shall be NULL.

ResourceSubType Optional See 8.2.3.2.

AllocationUnits Mandatory See 8.2.1
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8.5.13 CIM_SettingsDefineState

Table 117 lists the requirements for elements of this association. These requirements are in addition to
those specified in the CIM Schema and in the Resource Allocation Profile described in clause 5.

Table 117 — Association: CIM_SettingsDefineState

class.

Cardinality: 0..1

Elements Requirement Notes

ManagedElement Mandatory Key: Value shall reference an instance of
the CIM_Processor class.
Cargineatty—6-1

SettinglData Mandatory Key: Value shall reference the'instance of

the CIM_ResourceAllocationSettingData

8.5.14 | CIM_SystemDevice for host processor

The implementation of the CIM_SystemDevice association for the representation of the relationsh
between|host processors and their system is conditional.

Conditiop: The representation of host resources is implemented/see 8.2.2).

NOTE |If DSP1022 is implemented for host processors, the implementation of the CIM_SystemDevice as
for the representation of the relationship between host processors and their system is required.

If the CIM_SystemDevice association is implemented forthe representation of the relationship be
host progessors and their systems, the provisions inthis subclause apply.

Table 118 lists the requirements for elements of-this association. These requirements are in addit
those spgcified in the CIM Schema, in the Resource Allocation Profile described in clause 5, and

DSP102p if that is implemented.

Table 118 — Association: CIM_SystemDevice (Host Processor)

ip

bociation

fween

onto
n

Elements

Requirement

Notes

Groupdomponent

Mandatory

Key: Value shall reference an instancg
CIM_System class.

Cardinality: 1

of the

PartComnponent

Mandatory

Key: Value shall reference the instanc
CIM_Processor class.

Cardinality: *

p of the
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8.5.15 CIM_SystemDevice for virtual processor

Table 119 lists the requirements for elements of this association. These requirements are in addition to
those specified in the CIM Schema and in the Resource Allocation Profile described in clause 5.

Table 119 — Association: CIM_SystemDevice (Virtual Processor)

Elements Requirement Notes

GroupComponent Mandatory Key: Value shall reference an instance of the
CIM_System class.

Coareli Lit 4
I cararrartty . T

PartCmLponent Mandatory Key: Value shall reference the instance of the
CIM_Processor class.

Cardinality: *
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9 Memory Resource Virtualization Profile

Profile Name: Memory Resource Virtualization

Version: 1.0.0
Organization: DMTF
CIM Schema Version: 2.22

Central Class: CIM_ResourcePool

Scoping

The Merory Resource Virtualization Profile is a component profile that defines the minimum_obje
needed {o provide for the CIM representation and management of the virtualization of memory.

Table 140 lists DMTF management profiles on which the profile described in this clausé depends

Class: CIM_System

Table 120 — Related profiles for the Memory Resource Virtualization Profile

ct model

Profile pame Organization | Version Relationship | Description

Resourge Allocation DMTF 1.1 Specializes The abstract profile that desciibes
the virtualization of resources|(see
clause 5)
See 9.2.2.

Allocatipn Capabilities DMTF 1.0 Specializes The abstract profile that descifibes
capabilities for resource allocation
(see clause 7)
See 9.2.3.

Profile IRegqistration DMTF 1:0 Mandatory The profile that specifies regigtered
profiles

System|{Memory DMTF 1.0 Optional The profile that specifies the

management of system mem
See 9.2.4.

ry

9.1 Description (informative)

This subglause intreducCes the management domain addressed by the Memory Resource Virtualiz
Profile, gnd outlines the central modeling elements established for representation and control of tihe

management domain.

9.1.1 General

ation

In computer virtualization systems, virtual computer systems are composed of component virtual
resources. The profile described in this clause specifies the allocation and management of host computer
system memory in support of virtual computer system memory. The memory described here would
appear as “physical” memory to an operating system running in the virtual computer system. The profile
described in this clause is not intended to specify the management of virtual memory as virtualized by

operating systems.

The profile described in this clause applies the resource virtualization pattern defined in the Resource
Allocation Profile (see clause 5) and the allocation capabilities pattern defined in the Allocation
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Capabilities Profile described in clause 7 to enable the management of processor resources that are
allocated to virtual systems. The profile described in this clause defines additional CIM elements and
constraints beyond those defined in the specialized profiles. Optionally implementations may implement
DSP1026 (System Memory Profile) to represent host memory.

9.1.2 Memory resource virtualization class schema

Figure 27 shows the class schema of the profile described in this clause. It outlines the elements that are
referenced and in some cases further constrained by the profile described in this clause, as well as the
dependency relationships between elements of the profile described in this clause and other profiles. For
simplicity in diagrams, the prefix CIM_ has been removed from class and association names. Inheritance
relationships are shown only To the extent required In the context of the protile described In this clause.

AffectedJobElement
0..1 RegisteredProfile ConcreteJob ManagedSystemElement
o (See "Profile Registration Profile") j
=
o
o 1 Cémponent §>0“1 Zﬁ 01
o
>
g
5 ElementAllocatedFromPool * | LogicalElement
é ElementConformsToProfile (See "Referencing Profile")
c
(9}
5 1 .
5|
ResourcePool | 1. * HostedResourcePool 1 System
0.1 (See "Referencing Profile") Element-
Capabilities
0.1 | ’ 1 P
= N
£
o ResourcePoolConfigurationCapabilities 3 AllocationCapabilities
s| 3| % e
S I 8 gl 3
o S Z Element: gol £ * 0.1
= L 8 4.« Capabilties 3 8
S 5 E . I g
S S 1) 1 ResourcePoolConfigurationService | 1..* %
£ 2 73
& < @
o 8
g ElementCapabilities
§ SeftingsDefineCapabilities
SettingsDefineState
0.1 N L« 0.1 * ‘
— ResourceAllocatienSettingData Memory

0..1 1 0..1 *
ElementSettingData HostedDependency

Figure 27 — Memory Resource Virtualization Profile: Profile class diagram

The profile described in this clause specifies the use of the following classes and associations:

e The CIM_ResourcePool class modeling resource pools for memory resources. Host memory
resources are allocated from their resource pool and used to create the memory resources for
virtual systems
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o The CIM_Component association modeling the following relationships:

— the relationship between memory resource pools and memory extents as components of
the resource pools

— the relationship between one aggregated memory extent and one or more aggregating
memory extents

e The CIM_ElementAllocatedFromPool association modeling hierarchies of memory resource
pools and modeling the relationship of resource pools and the virtual memory allocated from
those

o The CIM_HostedResourcePool association modeling the hosting dependency between a
memory resource pool and its host system. A host system supports at least one resourge pool

e | The CIM_Memory class modeling the following aspects of memory:

— memory as a device in the scope of a system, as modeled by the CIM_SystemDeVjice
association

— memory as a result of a memory resource allocation from a resource pool, as modg¢led by
the CIM_ElementAllocatedFromPool association

— memory as a component within memory resource pools, as.modeled through the
CIM_Component association

o | The CIM_ResourceAllocationSettingData class representinng memory resource allocations or
memory resource allocation requests

e | The CIM_AllocationCapabilities class and the CIM ElementCapabilities association mofleling
—  the memory resource allocation capabilities of host systems

—  the memory resource allocation capabilities of memory resource pools
— the mutability of existing memory allocations

o | The CIM_SettingsDefineCapabilities\association modeling the relation between memory
allocation capabilities and the settings that define these capabilities

e | The CIM_ResourcePoolConfigurationService modeling configuration services for memgry
resource pools and the CIN."ResourcePoolConfigurationCapabilities class modeling thgi
capabilities

=

o | The CIM_Concretedob class and the CIM_AffectedJobElement association modeling
asynchronous management tasks initiated through memory resource pool configuration
services

In general, any mention of a class in this document means the class itself or its subclasses. For exkample,
a statemeent suchas “an instance of the CIM_StorageExtent class” implies an instance of the
CIM_StdrageExtent class or a subclass of the CIM_StorageExtent class.

913 rV‘ICIIIUIy resuuirece }JUU:

The profile described in this clause applies the concept of resource pools defined in the Resource
Allocation Profile described in clause 5 to the memory resource type. The Memory Resource
Virtualization Profile uses the memory resource pool as the focal point for memory allocations. Virtual
systems receive memory allocations from memory resource pools based on memory resource allocation
requests. A memory resource pool is an aggregation of host memory available for allocation in support of
virtual memory.

Two types of memory resource pools are defined: primordial and concrete.
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A primordial memory resource pool aggregates memory capacity; it represents a subset of the
manageable memory capacity of a host system.

9.1.3.2

Concrete memory resource pool

A concrete memory resource pool subdivides the memory capacity of its parent resource pool. The
amount of memory allocated to a concrete resource pool is less than or at most equal to the capacity of

the parent pool, but may use all of the capacity of the parent pool.

9.1.33

The prof{le described in this clause applies the concept of resource pool hierarchies defined-in‘the

o £ 1
Crarciimco U TmhiciTiuT y TCoUUTULT PJUUTO

Resourcg Allocation Profile described in clause 5 to the memory resource type; see 5.1.14.

Figure 28 shows an example of the CIM representation of a memory resource pool hierarchy in which two
host memory extents are aggregated into a primordial memory resource pool. Thepsimordial merpory

resourcs
allocateq
indicatin

PRIMORDIAL1 : ResourcePool

Component HMEM?1 : Memor

PoollD = "PRRIMORDIAL1"
Capacity = 4194304
Primordial =| TRUE
Reserved =[3145728
ResourceType = 4 (Memory)
AllocationUnjits = "byte*2”10"

BlockSize = 262144
NumberOfBlocks = 16384
ConsumableBlocks = 16384
StartingAddress = 1048575
EndingAddress = 5242879

HMEM2 : Memory
BlockSize = 262144
NumberOfBlocks = 8192
ConsumableBlocks = 8192

StartingAddress = 5242880
EndingAddress = 7340031

pool is subdivided into three concrete memory resource pools, with each concrete resoyrce pool
1 GB of memory. The assigned weights differ for each concrete memery resource pool,
j different qualities of service for memory extents that are allocatedfrom these pools.

ResourceAllocationFromPool

MRAS3 : ResourceAllocationSettingData

CONCRETE1 : ResourcePool

PoollD = "QONCRETE1"
Capacity = 048576
Primordial 4 FALSE
Reserved 50

EtementSettingData

CONCRETE? : ResourcePool

PoollD = "CONCRETE2"
Capacity = 1048576
Primordial = FALSE
Reserved =0

ResourceType = 4 (Mémory)
AllocationUhits = "byte*2"10"

ResourceType = 4 (Memory)
AllocationUnits = "byte*2210"

ElementSettingData

08_ MRA1 : ResourceAllocationSettingData § MRAZ2 : ResourceAllocationSettingData ng.

g ResourceType = 4 (Memory) g ResourceType = 4 (Memory) g ResourceType = 4 (Memory)
I PoollD = "PRIMORDIAL1" ™ PoollD = "PRIMORDIAL1" LL| PoollD = "PRIMORDIAL1"
E AllocationUnits = "byte*2210" E AllocationUnits = "byte*2/10" E AllocationUnits = "byte"

IS VirtualQuantity = 1048576 3 VirtualQuantity = 1048576 3 VirtualQuantity = 1048576
2 Reservation = 1048576 2 Reservation = 1048576 2 Reservation = 1048576

fé Limit = (NULL) % Limit = (NULL) % Limit = (NULL)

2 Weight = 100 2 Weight = 200 g Weight = 300

Q) K% K

m [ m

CONCRETES3 : ResourcePool

PoollD = "CONCRETE3"
Capacity = 1048576
Primordial = FALSE
Reserved =0

ResourceType = 4 (Memory)
AllocationUnits = "byte*2710"

Elemen{SettingData

Figure 28 — Instance Diagram: Concept of memory resource pool hierarchies

9.1.34

Memory resource pool management

The profile described in this clause applies the concept of resource pool management defined in the
Resource Allocation Profile described in clause 5 to the memory resource type; see 5.1.1.5.
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9.1.4 Memory resource allocation

The profile described in this clause applies the concept of device resource allocation defined in the
Resource Allocation Profile described in clause 5 to the memory resource type; see 5.1.3.

9.14.1 General

Figure 29 shows a typical situation for memory resource allocation in the context of a virtual system.
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VS1 : ComputerSystem 7 VS1STAT : VirtualSystemSettingData 7| VS1DEF : VirtualSystemSettingData
J /
p / Y
SettingsDefineState * ElementSettingData.

VirtualSystemSettingDataComponent

MEMREQ : ResourceAllocationSettingData
' |ResourceType = 4 (Memory)

PoollD = "MP1"

AllocationUnits = "byte*2*10"
VirtualQuantity = 2097152

Reservation = 262144

Memory Resource Allocation Request

Other Resource Allocation-Requests
irtual System Representation “State” Virtual System Configuration “Defined” Virtual System CorfiyOxation

Before Resource Allocation
After Resource Allocation

1 VS1 : ComputerSystem 7 VS1STAT : VirtualSystemSettingData - | YS1DEFwVirtualSystemSettingData
/ 4
II ,I
SettingsDefineState (| ElementSettingData ¢
SystemDevice \ VirtualSystemSettingDataComponent \ VirtualSystemSettingDataComponept
\ AY
MEMT M \‘ MEMSTAT : ResourceAllocationSettingData \‘ MEMREQ : ResourceAllocationSetfngData
- : Memory L Ll
_ \\ ResourceType = 4 (Memory) \‘ ResourceType = 4 (Memory)
StartingAddress = 0 \ PoollD = "MP1" \ PoollD = "MP1"
EndingAddress = 2097151 AllocationUnits = "byte*2410" AllocationUnits = "byte*210"
Virtual Memory VirtualQuantity = 2097152 VirtualQuantity = 2097152
Representation Reservation = 262144 Reservation = 262144
ElementAllocated- Memory Resource Allocation Memory Resource Allocation Requept
FromPool ResourceAllocationFromPoel
Other Virtual Resources Other Resource; Allocations Other Resource Allocation Requesty
irtual System Representation “State” Virtual System §onffguration “Defined” Virtual System Configuration

HestedDependency

HostedPool

MP1 : ResourcePool

1 HOST : System PoollD = "MP1"

Capacity = 1048576
Primordial's"\TRUE
Reserved =262144
SystemDevice ResourceType = 4 (Memory)
AllocationUnits = "byte*2410"

HMEM : Memory 4? Component

StartingAddress = 1048576
EndingAddress 2097151

| Host Memory. Representation

— D O

Other-Host Resources (may include other Memory)

Hosy/System Representation

Figure 29 — Instance Diagram: Concept of memory resource allocation

9.1.4.2 Memory resource allocation request

The memory requirements of a virtual system are defined as part of the “Defined” virtual system
configuration. The “Defined” virtual system configuration contains memory resource allocation requests
represented as instances of the CIM_ResourceAllocationSettingData class.
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An example of the CIM representation of a memory resource allocation request is shown in the upper
right part of Figure 29.

9.14.3

Memory resource allocation

As a virtual system is activated (or instantiated), memory needs to be allocated as requested by memory
resource allocation requests in the virtual system definition. Memory resource allocations are represented
as instances of the CIM_ResourceAllocationSettingData class in the “State” virtual system configuration.

An example of the CIM representation of a memory resource allocation is shown in the center part of
Figure 29.

9.14.4

Virtual m
logical m
allocatio
translatign, but may also be host memory that is directly passed through to the vistual system. Vi
memory [is represented by an instance of the CIM_Memory class as part of the-virtual system
represerjtation.

NOTE

Resource] Allocation Profile described in clause 5 and deviates from common, €emputer industry parlance.

An exaniple of the CIM representation of virtual memory as the result'of a memory resource alloc
shown op the left side in the central part of Figure 29.

9.145

The amqunt of host memory reserved may be less than the amount of virtual memory available tg
virtual system. This indicates that memory is virtualized by facilities of the host system, such that

amount

for its support.

An example of the CIM representation ofdnemory virtualization is shown in the center part of Figu
where the amount of virtual memory is\$ignificantly larger than the amount of allocated host mem

9.1.4.6

Memory|may be composed-af.other memory. For example, a virtualization platform may support t
allocatiop of memory fromr more than one resource pool, resulting in several virtual memory exten
then are|composed intg one aggregating memory extent. This situation is shown in Figure 30. It is

to the si
extents
compos

Virtual memory

The definition of the term “virtual memory” is specialized from the term(“virtual resource” defined ir]

Memory virtualization

bf virtual memory usable by the virtual system is larger than the amount of real memory r
Memory composition

at are allocated from two different memory resource pools. The two memory extents are

g::ation showntin Figure 29, but in Figure 30 the virtual memory is composed from two me
d intos@axmemory composition that is a logical device of the virtual system.

emory is the instantiation of allocated host memory that is exposed to a virtual system through a
emory device; it is the result of the memory resource allocation based on a memory resdurce
n request. Virtual memory may be virtualized using techniques like paging afnid-dynamic gddress

ual

the

htion is

the
he
bquired

re 29
Dry.

he

ts that
similar
mory
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Figure 30 — Instance Diagram: Memory compaosition
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9.1.4.7 Dedicated host memory

Dedicated host memory is memory owned by the host system that is exclusively reserved for support of

the virtual memory of a particular virtual system.

9.14.8 Host memory consumption

A memory resource allocation request references the memory resource pool to be used by specifying the
value of the PoolID property. Host memory is allocated from the identified memory resource pool during

memory resource allocation.

9.1.4.8.1 Qf:ufir\:ull\j/ controlled memory r‘nncllmpfinn

With stafically controlled memory consumption, a particular memory resource allocation request i
supportdd only if the amount of host memory available in the addressed memory pool is at’least g
as the afnount requested. This approach is called admission control. Each successfully@llocated

resourcg reduces the amount of memory available in the pool, respectively. In the ClMTepresents
the menory resource pool, the amount of memory consumed from the pool is visible)through the

the Resgrved property.

9.1.4.8. Dynamically controlled memory consumption

With dyrfamically controlled memory consumption, the amount of host 'memory allocated in suppag
virtual memory is not a constant value but varies significantly over time, depending on factors like
memory |access pattern of software executed within the virtual system or the memory consumptio
other virfual machines.

Further, with dynamically controlled memory consumption,:the amount of memory managed throd
memory [resource pool conceptually may be considered<as unlimited, such that no admission con

performegd at the time virtual memory is initially allocatéd (usually at virtual system activation time).

course, the host system may experience memory shortages in later stages, such that ultimately th
system i$ no longer able to support the sum of vittual memory of all hosted virtual systems.

9.2 Implementation

This sublause details the requiremerits related to classes and their properties for implementation
Memory|Resource Virtualization Rrofile. The CIM Schema descriptions for any referenced elemer
sub-elements apply.

The list ¢f all methods covéred by the Memory Resource Virtualization Profile is provided in 9.3. 1
of all clagses and their elements that are covered by this profile is provided in 9.5.

In referehces to CINI'Schema properties that enumerate values, the numeric value is normative a

descriptiye text fallowing it in parentheses is informative. For example, in the statement “If an inst

the CIM [ResotitcePoolConfigurationCapabilities class contains the value 4 (DeleteResourcePoo

support d)din‘ah element of the SynchronousMethodsSupported[ | array property”, the value “4” is
ted)” is in

9.2.1 Allocation units

b
s large
memory
tion of
yalue of

rt of
the
h of

gh a
rol is
Of

e host

s of the
t and its

he list

nd the
hnce of
is

All properties that describe storage extents of memory shall be measured in the allocation unit “kilobyte”.

This requirement applies to all the following classes and properties:
e CIM_Memory
—  StartingAddress property: Value shall be in units of kilobyte
— EndingAddress property: Value shall be in units of kilobyte
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The properties NumberOfBlocks and ConsumableBlocks in the CIM_StorageExtent class that is base class
of the CIM_Memory class allows specifying the memory size in units of blocks, with the blocksize specified through

of the BlockSize property.

CIM_ResourceAllocationSettingData

—  AllocationUnits property: Value shall be “byte*2*10” (equals kilobyte)
— Reservation property: Value shall be in units of kilobyte

—  Limit property: Value shall be in units of kilobyte

CIM_ResourcePool

9.2.2
The Res
The Res

9.2.21

The sup

NOTE
is supporf

If the ref
1)

2)

— AllocationUnits property: Value shall be "byte™2™T0" (equals Kilobyte)
—  Capacity property: Value shall be in units of kilobyte

— Reserved property: Value shall be in units of kilobyte

Resource Allocation Profile

purce Allocation Profile described in clause 5 shall be used to model:
memory resource pool

memory resource allocation

memory resource allocation request

virtual memory

Host memory

port of the representation of host memaory'is optional.

ed; see 9.2.4.

resentation of host memory supported, all of the following rules apply:

an instance of the CIM_SystemDevice association.
as a memory composition as follows:

class as required by rule 1).

NOTE

purce Allocation Profile described in clause 5 should be used to model host memory.

The support for the representation of host memory is mandatory if the System Memory Profile (D
Host memory shall be represented by one or more instances of the CIM_Memory class
associated with the.instance of the CIM_System class that represents the host system f
If the host mémory is composed from more than one extent, host memory shall be reprg

—  Eaeh composing memory extent shall be represented by an instance of the CIM_M

P1026)

that are

hrough

sented

emory

=~V Total memory shall be represented by an instance of the CIM_Memory class as re

uired

by rule 1). In that instance the value of the StartingAddress property shall be 0, and the
value of the EndingAddress property shall be the highest ending address from any of the

composing memory extents. The range spanned by subtracting the value of the

EndingAddress property from that of the StartingAddress property shall be reflected by the
values of the BlockSize, NumberOfBlocks and ConsumableBlocks properties, respectively.

—  Each instance if the CIM_Memory class representing a composing memory extent shall be
associated with the instance of the CIM_Memory class representing total memory through

an instance of the CIM_Component association.

In a memory composition, total memory may span memory gaps that are not covered by a composing
memory extent.
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9.2.2.2 Memory resource pool
This subclause specifies implementation requirements for the representation of memory resource

9.2.2.2.1 CIM_ResourcePool.Primordial property

pools.

The value of the Primordial property shall be set to TRUE for any instance of the CIM_ResourcePool
class that represents a primordial memory resource pool. For other instances of the CIM_ResourcePool
class that represent memory resource pools, the value of the Primordial property shall be set to FALSE.

9.2.2.2.2 CIM_ResourcePool.PoolID property

The value of the PoollD property shall be set such that it enables unique identification of the insta
the CIM |ResourcePool class within the scoping host system.

9.2.2.2. Aggregation of host resources

The support of the representation of the aggregation of host memory into a primordial.memory re
pool is optional.

If the regresentation of the aggregation of host memory into primordial memory tesource pools is
supportgd, at least one instance of the CIM_Component association (see-9.5.5) references the in
of the CIM_ResourcePool class that represents the pool.

9.2.2.2.4 CIM_ResourcePool.Reserved property

The value of the Reserved property shall denote the amount.of host memory that is actually reser
from the|resource pool, in units of kilobyte.

9.2.2.2.5 CIM_ResourcePool.Capacity property
The support of the Capacity property is conditional.

Conditiopal Requirement: The Capacity property shall be supported if the aggregation of host res
is suppofted (see 9.2.2.2.3); otherwise, support of the Capacity property is optional.

If the Capacity property is supported, its-value shall reflect the maximum amount of memory that
allocated from the resource pool in-tnits of kilobyte. If the instance of the CIM_ResourcePool clag
represerjts a memory resource pool'with unlimited capacity, the value of the Capacity property sh
set to th¢ largest value supported by the uint64 datatype.

9.2.2.2.6 Memory resource pool hierarchies
The support of representing memory resource pool hierarchies is optional.

If the regresentation of memory resource pool hierarchies is supported, any concrete memory res
pool shall be(represented through an instance of the CIM_ResourcePool class, where all of the fo
conditions.shall be met:

nce of

pource

Stance

ved

burces

can be
S
all be

ource
llowing

e  The value of the Primordial property shall be FALSE.

e The instance shall be associated through an instance of CIM_ElementAllocatedFromPool
association to the instance of the CIM_ResourcePool class that represents its parent memory

resource pool.

e The instance shall be associated through an instance of the CIM_ElementSettingData
association to the instance of the CIM_ResourceAllocationSettingData class that repres
amount of memory allocated from the parent resource pool.

ents the
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9.2.2.2.7 Default memory resource pool

The support of designating a default memory resource pool is optional.

If the designation of a default memory resource pool is supported, all of the following conditions apply:

The default memory resource pool shall be represented by an instance of the
CIM_ResourcePool class; see 9.5.18.

That instance shall be associated to the instance of the CIM_AllocationCapabilities class that

represents the pools default allocation capabilities as specified in 9.2.3.1.5.

The same instance of the CIM_AllocationCapabilities class shall also represent the sys

ms

9.2.2.2.8
The sup
9.2.2.2.8

If memo
CIM_Re
CIM_Ele
represer
pool con

Memory
Synchro
or both H

If memo
Synchro
NULL or]
represer

9.2.2.2.8

Qualifier|
Asynchr

default allocation capabilities as specified in 9.2.3.1.2.
Memory resource pool management
bort of memory resource pool management is optional.
.1 Indication of support

[y resource pool management is supported, the instance of the
sourcePoolManagementCapabilities class that is associated through' an instance of the
mentCapabilities association to the instance of the CIM_Resotr¢cePoolManagementServ
ts a memory resource pool configuration service shall represent the capabilities of the re
figuration service as specified in this subclause.

resource pool management is supported (with one or'more methods) if the
nousMethodsSupported[ ] array property, the AsynchronousMethodsSupported[ ] array p
ave a non-NULL value and contain at least one-element.

[y resource pool management is not supported, the value of both the

an empty array in the instance of the CIM_ResourcePoolManagementCapabilities class
ts the capabilities of a resource pooliconfiguration service.

.2 ValueMap qualifier method designators

values defined by the ValueMap qualifiers of the SynchronousMethodsSupported[ ] and
bnousMethodsSupported| ] array properties in the CIM_ResourcePoolConfigurationCapa

class shall designate methods-as follows:

The value 3 (CreateChildResourcePool is supported) designates the
CreateChildResourcePool( ) method.

The value 4 (DeleteResourcePool is supported) designates the DeleteResourcePool( )

Thevalue 5 (AddResourcesToResourcePool is supported) designates the
AddResourcesToResourcePool( ) method.

ce that
source

roperty,

nousMethodsSupported[ ] and the AsynchronousMethodsSupported[ ] array properties shall be

that

bilities

method.

The value 6 (RemoveResourcesFromResourcePool) designates the
RemoveResourcesFromResourcePool( ) method.

9.2.2.2.8.3 Implementation requirements

Elements in the value sets of the SynchronousMethodsSupported[ ] and
AsynchronousMethodsSupported[ ] array properties in the CIM_ResourcePoolConfigurationCapabilities
class shall be specified according to the following rules:

A particular ValueMap qualifier value shall appear as an element in the value set of at most one

array property.
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If a particular ValueMap qualifier value does not appear in the value set of either array property,
the corresponding method is not supported.

If a particular qualifier value is used as element in the value set of the
SynchronousMethodsSupported] ] array property, the corresponding method shall be supported
with synchronous behavior only.

If a particular qualifier value is used as element in the value set of the
AsynchronousMethodsSupported] ] array property, the corresponding method shall be
supported with synchronous behavior, asynchronous behavior, or both.

A method implementation shall apply following rules:

9.2.2.2.8

This sub
operatio

Asynchr
methods

least ong element.

9.2.2.3

NOTE
allocation

Implemé
resource

9.2.24
This sub
9.2.2.4.1

Instance

A supported method (with synchronous or asynchronous behavior) shall not return 1 (Nt
Supported).

A method supported with synchronous behavior only shall not return 4096 (Method Parameters
Checked — Job Started).

.4 Availability of support of asynchronous operations

clause specifies the CIM elements that indicate the availability of thedsupport for asynchrpnous
ns for memory resource pool management.

bnous operations for memory resource pool management ate ‘supported (with one or mofe
) if the AsynchronousMethodsSupported| ] array property has a non-NULL value and conjtains at

Memory resource allocation

The Resource Allocation Profile described in clause s specifies two alternatives for modeling resofirce
simple resource allocation and virtual resourcecallocation.

ntations conforming to the Memory Resaurce Virtualization Profile shall implement virtua
allocation as defined in 5.2.2.

CIM_ResourceAllocationSettingData
clause specifies the use of the CIM_ResourceAllocationSettingData class.
General

5 of the CIM_ResaourceAllocationSettingData class
shall be uséd‘to represent memory resource allocation requests (MRQ)
shall be used to represent memory resource allocations (MRA)

shall be used to represent settings that define the capabilities of systems and of memory

résource pools (MCA)

may be used to represent settings that define the mutability of memory resource allocations
(MMS)

The specifications in this subclause generally define constraints for property values used in these
representations. Constraints that apply to only a subset of these representations are prefixed with the
respective acronyms and followed by the word “Only” and a colon.
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CIM_ResourceAllocationSettingData.PoolID property

The value of the PoollD property shall designate the memory resource pool. A NULL value shall indicate
the use of the host system’s default memory resource pool.

9.2.2.4.3

CIM_ResourceAllocationSettingData.ConsumerVisibility property

The value of the ConsumerVisibility property shall denote whether host memory is directly passed
through to the virtual system or whether memory is virtualized. Values shall be assigned as follows:

A value of 2 (Passed-Through) shall denote that host memory is passed through.

2 N\Lrtaalioad) chaoll Aanata thaot o amaae FH= TR\ HEP-V- |

Other va

9.2.2.4.4

Support pf the HostResource[ ] array property is conditional if representing memory resource allo
and optipnal otherwise.

MRA On

Otherwis
If HostR

lues shall not be used.

psource[ ] array property is supported, the following rules apply:

P\
OCTOT OV T tooZC Oy~ STotT T TTotC ot TeTory 1IS-HFtHaHZea-

MRQ Only: A value of 0 (Unknown) shall be used if the represented memory resource’ gllocation

request does not predefine which type of memory shall be allocated.

CIM_ResourceAllocationSettingData.HostResource[ | Array property

e, the HostResource[ ] array property may be supported.

If the value of the ConsumerVisibility property (see 9.2.2.4.3) is 2 (Passed-Through), th¢

of the HostResource[ ] array property sheuld designate the host memory resource that is

cations,

ly: Conditional Requirement: The HostResource[ ] array property shall be supported if thg value
of the MappingBehavior property is 2 (Dedicated).

value

passed through to a virtual system. A value of NULL or an empty array should indicate {hat the

passed-through host memory resource is not represented by an instance of the CIM_Meg
class.

mory

If the value of the Consumer\isibility property is 3 (Virtualized), the value of the HostRepource] ]

array property shall be NULLor shall be an empty array.

MRA Only: The valug of the HostResource[ ] array property depends on the value of the
MappingBehavior property as follows:

—  If the valué of the MappingBehavior property is 2 (Dedicated), elements in the valu of the

HostResSource[ ] array property shall reference instances of the CIM_Memory class
represent host memory extents that are exclusively dedicated to the virtual system

—  Ifithe value of the MappingBehavior property is 3 (Hard Affinity) or 4 (Soft Affinity),

that

elements in the value of the HostResource[ ] array property shall reference instances of the
CIM_Memory class that represent host memory extents that provide the allocation of the

Hy !
vIriadalr mricITiory.

MRQ Only: The value of the HostResource[ ] array property depends on the value of the
MappingBehavior property as follows:

—  If the value of the MappingBehavior property is 2 (Dedicated), elements in the value of the

HostResource[ ] array property shall reference instances of the CIM_Memory class

that

represent host memory extents that are required with dedicated access by the virtual

system.

—  If the value of the MappingBehavior property is 3 (Soft Affinity), elements in the value of the

HostResource[ ] array property shall reference instances of the CIM_Memory class

that
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represent host memory extents that are preferred for the allocation of the virtual systems

memory.

—  If the value of the MappingBehavior property is 4 (Hard Affinity), elements in the value of

the HostResource[ ] array property shall reference instances of the CIM_Memory ¢
represent host memory extents that are required for the allocation of the virtual sys
memory.

lass that
tems

If the HostResource[ ] array property is not supported, the value of the HostResource][ ] array property
shall be NULL. This indicates that host memory extents that are exclusively dedicated to the virtual
system or that provide the allocation of the virtual memory are not defined.

9.2.2.4.5

The valu
system i

9.2.2.4.6
Support
If the Re|

host memory reserved for the exclusive use of a virtual system in units-of-kilobyte.

If the Re

9.2.2.4.7

Support

CIM_ResourceAllocationSettingData.VirtualQuantity property

e of the VirtualQuantity property shall denote the amount of virtual memory availablejto g
N units of kilobyte.

CIM_ResourceAllocationSettingData.Reservation property
pf the Reservation property is optional.

Servation property is supported, the value of the Reservation property shall denote the ar

CIM_ResourceAllocationSettingData.Limit\property

pf the Limit property is optional.

If the Li

If the Linpit property is not supported, it shall'have a value of NULL. This indicates that a maximun

amount
9.2.2.4.8
Support

If the W4
allocatio

If the W4
of the m

9.2.249

bf host memory available to the virtual system is not defined.
CIM_ResourceAllocationSettingData.Weight property
pf the Weight property.is-optional.

ight property is supported, its value shall denote the relative priority of a memory resourg
N in relation to,other memory resource allocations.

ight property-is not supported, it shall have a value of NULL. This indicates that a relative

CIM_ResourceAllocationSettingData.Parent property

bmory resource allocation in relations to other memory resource allocations is not defineq.

virtual

hount of

servation property is not supported, it shall have a value of-NULL. This indicates that an amount
of host memory reserved for the exclusive use of the virtual systemis not defined.

it property is supported, the value of the Limit property shall denote the maximum amount of
host memory available to a virtual system in units-of kilobyte.

I

priority

The impl

ementation of the Parent property is optional.

If the Parent property is supported, the value of the Parent property shall denote the parent entity of the

memory

resource allocation.

If the Parent property is not supported, is shall have a value of NULL. This indicates that a parent entity of
the memory resource allocation is not defined.

NOTE

For example, the value of the Parent property may refer to the name of an address space that resi

the host system.

des in
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CIM_ResourceAllocationSettingData.Connection[ ] Array property

The implementation of the Connection[ ] array property is optional.

If Connection[ ] array property is supported, its value shall contain elements that identify entities
connected to the memory resource allocation.

If the Connection[ ] array property is not supported, it shall have a value of NULL. This indicates that
entities connected to the memory resource allocation are not defined.

NOTE

For example, elements of the value of the Connection[ ] array property may refer to the name of shared
memory segments that are mapped to the allocated virtual memory.

9.2.2.4.1
The imp

If the M3
element
following

1

ementation of the MappingBehavior property is optional.

ppingBehavior property is supported, its value shall denote how host resourees referencs
in the value of HostResource[ ] array property relate to the memory resouree allocation.
rules apply:

MRA Only:

MRQ Only:

CIM_ResourceAllocationSettingData.MappingBehavior property

A value of 2 (Dedicated) shall indicate that the represented memory resource alloc
provided by host memory resources as referenced by the+value of the HostResour
array property that are exclusively dedicated to the virtual system.

A value of 3 (Soft Affinity) or 4 (Hard Affinity) shallNindicate that the represented me
resource allocation is provided using host memory resource as referenced by the \
the HostResource[ ] array property.

Other values shall not be used.

A value of 0 (Unknown) shall indicate that the memory resource allocation request
not require specific host resotrces.

A value of 2 (Dedicated)shall indicate that the memory resource allocation reques
provided by exclusively.dedicated host memory resources as specified through the
the HostResource[(] array property.

A value of 3 (Soft Affinity) shall indicate that the memory resource allocation reque
preferably bé provided by host memory resources as specified through the value o
HostResource[ ] array property, but that other resources may be used if the requeqd
resources are not available.

bd by
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shall be
value of
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ted

A yalue of 4 (Hard Affinity) shall indicate that the memory resource allocation requ

st shall

preferably be provided by host memory resources as specified through the value of the
HostResource[ ] array property and that other resources shall not be used if the requested

resources are not available.

Other values shall not be used.

If the MappingBehavior property is not supported, it shall have a value of NULL. This indicates that a
further qualification of the value of the HostResource[ ] array property through the value of the
MappingBehavior property is not defined.
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9.2.2.5

Virtual memory

For the representation of virtual memory all of the following rules apply:

1)

2)

Virtual memory shall be represented by one or more instances of the CIM_Memory class that
are associated with the instance of the CIM_ComputerSystem class that represents the virtual
system through an instance of the CIM_SystemDevice association.

If the virtual memory is composed from more than one extent, virtual memory shall be
represented as a memory composition as follows:

Each composing memory extent shall be represented by an instance of the CIM_Memory

class as required by rule 1)

3)

NOTE 1
memory ¢

NOTE 2
composin

Addition

9.2.3
The Allo

If a memory extent is directly based on a memory resource.allocation, the instance of th
CIM_Memory class representing that extent shall be associated to all of the following in

g memory extent is the directresult of a memory allocation.

hl constraints apply if DSP1026 is implemented; see 9.2.4.

Allocation Capabilities Profile

cation Capabilities Profile described in clause 7 shall be used to model the following asps

Total memory shall be represented by an instance of the CIM_Memory class as_ré
by rule 1). In that instance the value of the StartingAddress property shall be'0) anc
value of the EndingAddress property shall be the highest ending address-from any
composing memory extents. The range defined by subtracting the valuéof'the

EndingAddress property from that of the StartingAddress property shalPbe reflecte
values of the BlockSize, NumberOfBlocks and ConsumableBlocks'properties, resp)

Each instance of the CIM_Memory class representing a composing memory extent
associated with the instance of the CIM_Memory class representing total memory {
an instance of the CIM_Component association.

the instance of the CIM_ResourceAllocationSettingData that represents memory re
allocation through an instance of the CIM_SettingsDefineState association

uired
the
of the

1 by the
ectively.

shall be
hrough

e
stances:

source

the instance of the CIM_ResourcePool that'represents the memory resource pool providing

the resource allocation through an instance of the CIM_ElementAllocatedFromPoo
association

In a memory composition, total memery may span memory gaps that are not covered by a cg

In a memory composition, total memory is never the direct result of a memory allocation; inst

the memory resource allocation capabilities of host systems

thie ‘memory resource allocation capabilities of memory resource pools

mposing

xtent. Discontiguous memory as seen in‘the memory address space presented to the virtual system is not
supporteq.

pad, each

cts:

9.23.1

the mutability of memory resource allocations or memaory resource allocation requests

Memory resource allocation capabilities

The memory resource allocation capabilities of host systems and of memory resource pools shall be
represented by instances of the CIM_AllocationCapabilities class.
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9.23.1.1 CIM_AllocationCapabilities class (capabilities)

This subclause specifies the use of the CIM_AllocationCapabilities class for the representation of the
memory resource allocation capabilities of host systems and of memory resource pools.

9.2.3.1.1.1 Relationship of system and resource pool capabilities

The memory allocation capabilities of a host system shall be a superset of the memory allocation
capabilities of all memory resource pools that are hosted by the host system.

9.2.3.1.1.2 CIM_AllocationCapabilities.RequestedTypesSupported property

The value of the RequestedTypesSupported property shall indicate whether the host system orth
resourcg pool support memory resource allocation requests for particular host resources, as folloys:

®

e | Avalue of 2 (Specific) shall indicate support of specific requests that only refer tola spetific host
memory resource.

e | Avalue of 3 (General) shall indicate support of generic memory requests-that do not refer to a
particular host memory resource.

e | Avalue of 4 (Both) shall indicate support of both specific and generic'memory requests
Other values shall not be used.
9.2.3.1..3 CIM_AllocationCapabilities.SharingMode property

The value of the SharingMode property shall indicate whethet\the host system or the resource popl
support ¢xclusive access or shared use of managed memaory.resources, as follows:

e | Avalue of 2 (Dedicated) shall indicate support.of memory resources with exclusive accgss. This
value shall be used if host memory is allocated directly to a virtual system for exclusive lse.

e | Avalue of 3 (Shared) shall indicate support of memory resources with shared access. This
value shall be used if host memory:iscnot allocated directly to a virtual system.

Other values shall not be used.

NOTE |More than one instance of the CIM_AllocationCapabilities class may be associated with a host sygtem or
resource pool. As a result, support of poth' shared and exclusive access to memory resources may be modeled, and
one of thgse sharing modes may be. designated the default sharing mode; see 9.2.3.1.3.

9.2.3.1.2 Host systemtnemory resource allocation capabilities

Each instance of the CIM."System class that represents a host system shall be associated through the
CIM_ElegmentCapabilities association with one or more instances of the CIM_AllocationCapabiliti¢s class
that represent the host system’s memory resource allocation capabilities. One of these instances [shall
represer(t the default memory resource allocation capabilities as specified in 9.2.3.1.3.

9.2.3.1.3 Default host system memory resource allocation capabilities

Exactly one instance of the CIM_AllocationCapabilities class shall exist that describes the default memory
resource allocation capabilities of a host system. That instance shall be associated with the instance of
the CIM_System class that represents the host system through an instance of the
CIM_ElementCapabilities association where the value of the Characteristics[ ] array property shall contain
exactly one element, and that element shall have a value of 2 (Default).

9.23.14 Memory resource pool memory resource allocation capabilities

Each instance of the CIM_ResourcePool class that represents a memory resource pool shall be
associated through the CIM_ElementCapabilities association with one or more instances of the
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CIM_AllocationCapabilities class that represent the memory resource pool’s memory resource allocation
capabilities. One of these instances shall represent the default memory resource allocation capabilities as
specified in 9.2.3.1.5.

9.2.3.1.5 Default memory resource pool memory resource allocation capabilities

Exactly one instance of the CIM_AllocationCapabilities class shall exist that describes the default memory
resource allocation capabilities of a memory resource pool. That instance shall be associated with the
instance of the CIM_ResourcePool class that represents the memory resource pool through an instance
of the CIM_ElementCapabilities where the value of the Characteristics array property shall contain exactly
one element, and that element shall have a value of 2 (Default).

9.2.3.2 Memory resource allocation mutability

The support for the representation of the mutability of memory resource allocation requests! and npjemory
resourcq allocations is optional.

9.2.3.2.1 Indication of support

If the regresentation of the mutability of memory resource allocation requests’ and memory resourte
allocatiops is supported, in both cases it shall be represented by instances\of'the
CIM_AllgcationCapabilities class that are associated with the instance of.the

CIM_ResourceAllocationSettingData class that represents the memoryresource allocation request or
memory [resource allocation through instances of the CIM_ElementCapabilities association.

If the regresentation of the mutability of a memory resource allogation or a memory resource allogation
request is not supported, the instance of the CIM_ResourceAllocationSettingData class that reprgsents
the memory resource allocation request or the memory resource allocation shall not be associatefl with
an instance of the CIM_AllocationCapabilities class through an instance of the CIM_ElementCapabilities
associatjon.

9.2.3.2.2 CIM_AllocationCapabilities class'(mutability)

This sublause specifies the use of the CIM_AllocationCapabilities class for the representation ofjthe
mutability of a memory resource allocation-tequest or a memory resource allocation.

9.2.3.2.2.1 CIM_AllocationCapabilities.RequestedTypesSupported property

The value of the RequestedTypesSupported property shall indicate whether the type of the memaqry
resourcq allocation can bechanged, as follows:

e | A value of 2 (Specific) shall indicate support of change requests that refer to a specific host
memory resouirce.

o | Avalue.of 3 (General) shall indicate support of change requests that do not refer to a particular
host-memory resource.

o | Avalue of 4 (Both) shall indicate support of either type of change request.

Other values shall not be used.
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9.2.3.2.2.2 CIM_AllocationCapabilities.SharingMode property

The value of the SharingMode property shall indicate whether the sharing mode of the memory resource
allocation can be changed, as follows:

Other va
9.2.3.2.2

If the ad
request

If the val
memory
virtual sy

If values

designate a set of potential virtual system states. The addition.af¢memory to the described memo

resource
is in any

9.2.3.2.2

If the rer
request

If the val
from the
regardle

If values
designat]
resource
is in any

9.24

The sup

A value of NULL shall indicate that the sharing mode of the memory allocation can not be

changed.

A value of 2 (Dedicated) shall indicate support of requests to change the sharing mode to

exclusive access.

A value of 3 (Shared) shall indicate support of requests to change the sharing mode to shared

ACCASS.

lues shall not be used.
.3 CIM_AllocationCapabilities.SupportedAddStates[ | Array property

lition of memory to the described memory resource allocation or memory reseurce allocg
s not supported, then If the value of the SupportedAddStates| ] array property shall be N

ue set of the SupportedAddStates][ ] is empty, then the addition of m€mory to the describ
resource allocation or memory resource allocation request shallbe .supported regardless
stem state of the scoping virtual system.

are provided as elements of the SupportedAddStates| ],artay property, these values sha

allocation or memory resource allocation request shall’be supported if the scoping virtug
of the designated virtual system states.

.4 CIM_AllocationCapabilities.SupportedRemoveStates[ | Array property

s not supported, then the value of the SupportedRemoveStates| ] array property shall be

e set of the SupportedRemoveStates| ] array property is empty, then the removal of me

5s of the virtual system state. 'of the scoping virtual system.

are provided as elements of the SupportedRemoveStates|[ ] array property, these values
e a set of potential virtual system states. The removal of memory from the described mer
allocation or memary resource allocation request shall be supported if the scoping virtug
of the designated-virtual system states.

System~memory profile

bort 0f DSP 1026 for representation of host system memory is optional.

tion
JLL.

1%
o

of the

Yy
| system

hoval of memory from the described memory resource allocation or memory resource all¢pcation

NULL.

mory

described memory resource allocation or memory resource allocation request shall be slipported

shall
hory
| system

aints

The sup
defined i

NOTE

DSP1026

bort of DSP1026 for rpprpepntnfinn of virtual qutpm memary is np’rinnnl Additional canst

n 9.2.2.5 apply.

DSP1026 defines that there is exactly one instance of the CIM_Memory class associated to the instance of
the CIM_System class representing a system through an instance of the CIM_SystemDevice association. In context
of the Memory Resource Virtualization Profile it is expected that there are host systems as well as virtual systems
that have more than one memory extent assigned. A possible solution would be to use a memory composition where
the instance of the CIM_Memory class that represents the memory composition is assigned as central instance of
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9.3 Methods

This subclause details the requirements for supporting intrinsic operations and extrinsic methods for the
CIM elements defined by the profile described in this clause.

9.3.1 General

Support of intrinsic and extrinsic methods is specified by the “Methods” clauses in 5.3 and 7.3. The only
class added through the Memory Resource Virtualization Profile is the CIM_RegisteredProfile class; see
9.5.15.

Th 1 alatailetlo H 4 b H H ' ol das H tlooal th
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CIM elements defined by the profile described in this clause.

9.3.2 | Profile conventions for operations

For each profile class (including associations), the implementation requirements for.eperations, including
for thosq in the following default list, are specified in class-specific subclauses of this’subclause.

The defdult list of operations for all classes is:
e | Getlnstance()
e | Enumeratelnstances( )
e | EnumeratelnstanceNames( )

For clasges that are referenced by an association, the default list also includes

e | Associators( )

e | AssociatorNames( )

e | References()

o | ReferenceNames( )
The implementation requirements for intrinsSic operations and extrinsic methods of classes listed ip 9.5,
but not gddressed by a separate subglause of this subclause, are specified by the "Methods" subglauses
of respegtive base profiles, namely the Resource Allocation Profile described in clause 5 and the
Allocation Capabilities Profile described in clause 7. These profiles are specialized by the Memor

Resource Virtualization Profile,yand in these cases this profile does not add method specificationd beyond
those deffined in its base profiles.

9.3.3 | CIM_RegisteredProfile
All opergtions imthe default list in 9.3.2 are supported as described by DSP0200.

9.4 Upécases (informative)

The following use cases and object diagrams illustrate use of the profile described in this clause. They
are for informative purposes only and do not introduce behavioral requirements for implementations of the
profile.

9.4.1 Object diagram

Figure 31 depicts the CIM representation of a host system with one memory resource pool and one virtual
system. Only information relevant in the context of memory resource virtualization is shown.

198
© ISO/IEC 2014 - All rights reserved


https://iecnorm.com/api/?name=c6179886aed84d232a428ce3db6acc42

ISO/IEC 19099:2014(E)
INCITS 483-2012

In Figure 31 the host system is represented by an instance of the CIM_System class tagged HOST. The
host system owns two memory resources represented by instances of the CIM_Memory class that are
tagged HOST_OWN and HOST_POOL. The first instance represents a memory extent in the lower part
of the host memory that is used exclusively by the host because it is not assigned to a memory resource
pool. The second instance represents a memory extent in the higher part of the host memory that is
assigned to a memory resource pool.

The host system hosts a primordial memory resource pool represented by an instance of the
CIM_ResourcePool class tagged MEM_POOL; in that instance the value of the PoolID property is
‘“MEM_POOL". The host memory resource that is represented by the instance of the CIM_Memory class
tagged HOST_POOL is aggregated into the pool through an instance of the CIM_Component association.

The allog¢ation capabilities of the host system and of the memory pool are represented by the sanje
instance|of the CIM_AllocationCapabilities class tagged CAP. Four instances of the
CIM_ResgourceAllocationSettingData class (tagged CAP_DEF, CAP_MIN, CAP_MAX, and CAP_INC) are
associated with that instance through instances of the CIM_SettingsDefineCapabilities-associatiop. The

values of the ValueRange and ValueRole properties in the association instances designate the

referenced instances of the CIM_ResourceAllocationSettingData class that represent the default,
minimunp, maximum, and increment for memory resource allocations that are supported by the system
and the pool.

The hos{ system hosts a virtual system that is represented by an instapce.-of the CIM_ComputerSystem
class tagged VS. The hosted relationship is shown through an instance-of the CIM_HostedDepenidency
associatfon.
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Figure 31 — Instance Diagram: Example CIM representation of memory resource virtualization

CAP : AllocationCapabilities

SDC (DEF)

ResourceType = 4 (Memory)

SharingMode = 3 (Shared)
SupportedAddStates[] = NULL

RequestTypesSupported = 3 (General)

SupportedRemoveStates[] = NULL

CAP_DEF : ResourceAllocationSettingData

SDC (MIN)

SDC (MAX)
SDC (INC)

EC(D)

HOST : System SystemDevice

HOST_OWN : Memory

HostedPool

EC(D

BlockSize = 262144
NumberOfBlocks = 4096
ConsumableBlocks = 4096
StartingAddress = 0

ResourceType = 4 (Memory)
PoollD = "MEM_POOL"
AllocationUnits = "byte*2*10"
VirtualQuantity = 262144
Reservation = 0

CAP_MIN : ResourceAllocationSettingData

ResourceType = 4 (Memory)
PoollD = "MEM_POOL"
AllocationUnits = "byte*2410"
VirtualQuantity = 262144
Reservation = 65536

CAP_MAX : ResourceAllocationSettingData

EngingAggrggg = 1942275

ResourceType = 4 (Memory)

MEM_POOL : ResourcePool

PoollD = "MEM_POOL"
Capacity = 4194304
Primordial = TRUE

Reserved = 1048576
ResourceType = 4 (Memory)
AllocationUnits = "byte*2410"

Component

HOST_POOL : Memory

BlockSize = 262144
NumberOfBlocks = 16384

PoollD = "MEM_POOL
AllocationUnits = "byte*2*10"
VirtualQuantity = 4194304
Reservation = 4194304

CAP_INC : ResourceAllocationSettihgData

ConsumableBlocks = 16384
StartingAddress = 1048576
EndingAddress = 5242879

‘ ResourceAllocationFromPool

ResourceType = 4 (Memory)
PoollD = "MEM_PQOL"
AllocationUnits™s, "byte*2/10"
VirtualQuantity =256
Reservation =256

ElementAllocatedFromPool
i EC(D)
; ESD(D)
VS_MEM : Memory SD SystemDevice

; BlockSize = 262144 Sbc
VS - ComputerSystem SD_|NumberOfBlocks = 4096 (DEF)
ConsumableBlocks = 4096 (MIN)
StartingAddress = 0 (MAX)
F SDS EndingAddress = 2097151 (INC)

SDS SDS
- - VSSDC

STA_VSSD : VirtualSystemSettingData

ElementCapabilities'with Characteristics = { 2 (Defa
ElementSettingDatawith IsDefault = 1 (Is Default)

SettingsPefineCapabilities
ValueRole'= 0 (Default), ValueRange = 0 (Point)
ValueRole = 3 (Supported),ValueRange = 1 (Mininjums)

It) }

ValueRole = 3 (Supported),ValueRange = 2 (Maxithums)

ValteRole = 3 (Supported),ValueRange = 3 (Increfnents)
SettingsDefineState
VirtualSystemSettingDataComponent

N

MEM_STA : ResourceAllocationSettingData

<f VSSDC

ResourceType = 4 (Memory)
PoollD = "MEM_POOL"
AllocationUnits = "byte*2"10"

SD(D)

SDC (MIN)

VirtualQuantity'= 2097152
Reservation,= 524288
Limit = 524288
Weight£7100

STA_MUT : AllocationCapabilitjes

| |SharingMode = 3 (Shared)

ResourceType = 4 (Memory)
RequestTypesSupported = 3 (General)

SupportedAddStates[] = { 2 (Enabled)|}
SupportedRemoveStates[] = { 2 (Enaljled) }

[[SDC (MAX)

—— SDCYINC)

STA_MIN : ResourceAllocationSettingData

STA_MAX : ResourceAllocationSettingData

STA_INC : ResourceAllocationSettihgData

ResourceType = 4 (Memory)
PoollD = "MEM_POOL"
AllocationUnits = "byte*2/10"
VirtualQuantity = 262144
Reservation = 0

ResourceType = 4 (Memory)
PoollD = "MEM_POOL"
AllocationUnits = "byte*2”10"
VirtualQuantity = 4194304
Reservation = 524288

ResourceType = 4 (Memory)
PoollD = "MEM_POOL"
AllocationUnits = "byte*2410"
VirtualQuantity = 256
Reservation = 256

DEF_VSSD : VirtualSystemSettingData

¢

Limit = 0 Limit = 524288 Limit = 256
Weight = 100 Weight = 10000 Weight = 100
ESD(D)

MEM_DEF : ResourceAllocationSettingData

DEF_MUT : AllocationCapabilitjes

L—ResourceType : string = 4 (Memory)
PoolID : string = "MEM_POOL"

VSSDC

SDC (MIN)

VirtualQuantity : uint64 = 1048576
Reservation : uint64 = 262144
Limit : uint64 = 524288

Weight : uint64 = 100

LAIIocationUnits : string = "byte*2410"

|__ISharingMode = 3 (Shared)

ResourceType = 4 (Memory)
RequestTypesSupported = 3 (General)

SupportedAddStates[] = {
2 (Enabled), 3 (Disabled) }
SupportedRemoveStates|[] = {
2 (Enabled), 3 (Disabled) }

TSbc (MAX)

[ SDC (INC)

DEF_MIN : ResourceAllocationSettingData

DEF_MAX : ResourceAllocationSettingData

DEF_INC : ResourceAllocationSettingData

ResourceType = 4 (Memory)
PoollD = "MEM_POOL"
AllocationUnits = "byte*2410"
VirtualQuantity = 262144"
Reservation = 0

Limit=0

Weight = 100

ResourceType = 4 (Memory)
PoollD = "MEM_POOL"
AllocationUnits = "byte*2410"
VirtualQuantity = 4194304
Reservation = 524288

Limit = 524288

Weight = 10000

ResourceType = 4 (Memory)
PoollD = "MEM_POOL"
AllocationUnits = "bye*2710"
VirtualQuantity = 256
Reservation = 256

Limit = 256

Weight = 100
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The head element of the “State” virtual system configuration is the instance of the
CIM_VirtualSystemSettingData class tagged STA _VSSD; it is associated with the instance of the
CIM_ComputerSystem class through an instance of the CIM_SettingsDefineState association. The
“State” virtual system configuration contains an element of the CIM_ResourceAllocationSettingData class
tagged MEM_STA that represents the memory resource allocation assigned to the virtual system. The
virtual memory that results from the memory resource allocation is represented as part of the virtual
system representation by the instance of the CIM_Memory class tagged VS_MEM.

NOTE  Allinstances in Figure 31 that are marked with light yellow color represent “State” entities that exist only as
long as the virtual system is active (that is, in a state other than “Defined”). These instances do not exist while the
virtual system is in the “Defined” state (that is, it is not instantiated).

The heafl element of the "Defined” virtual system configuration is the instance of the
CIM_Vir{ualSystemSettingData class tagged DEF_VSSD; it is associated with the head element ¢f the
“State” vjrtual system configuration through an instance of the CIM_ElementSettingData assaciation
where thie value of the IsDefault property is 1 (Is Default). The “Defined” virtual system eenfiguration
contains|an element of the CIM_ResourceAllocationSettingData class tagged MEM ,DEF that represents
the memory resource allocation request that defines the memory requirements of the virtual systgm. That
definition} is used when the virtual system is activated and host memory is allocated to support thg virtual
system’q virtual memory.

The example in Figure 31 shows a situation in which the VirtualQuantity property in the instances|of the
CIM_ResgourceAllocationSettingData class in the “State” and the “Defined” virtual system configuration
has diffefent values. This indicates that the memory size was dynanically modified (for example, py an
operatorfcommand) sometime after the virtual system activation. This reflects a temporary situatign that is
retained |until the virtual system is recycled, at which point memaory resources are deallocated and then
newly allocated based on the memory resource allocation reguest in the virtual system definition.

The mutgbility of both the memory resource allocation request in the “Defined” virtual system
configuration and of the memory resource allocation irvthe “State” virtual system configuration is
represer|ted by instances of the CIM_ResourceAllocationSettingData class associated through
respectively parameterized instances of the CIM:SettingsDefineCapabilities association.

Acceptable virtual system states for the addition and the removal of virtual memory are different for the
memory [resource allocation request and*the memory resource allocation. The memory resource
allocatioh can be modified only while the-virtual system remains instantiated, as indicated by a vajue of
2 (Enablgd) in the instance of the €M~ AllocationCapabilities class tagged STA_MUT.

9.4.2 |Inspection

This set pf use cases describes how to obtain various CIM instances that represent memory-related
information of host and\virtual systems.

9.4.2.1 Obtain’the memory size of an active virtual system

Assumptions.All of the following:
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the virtual system.

e  The virtual system is in a virtual system state other than “Defined” (that is, is instantiated), which
is indicated by a value other than 3 (Disabled) for the EnabledState property in the instance of
the CIM_ComputerSystem class.

201
© ISO/IEC 2014 - All rights reserved


https://iecnorm.com/api/?name=c6179886aed84d232a428ce3db6acc42

ISO/IEC 19099:2014(E)
INCITS 483-2012

The sequence of activities is as follows:

1)

Result:
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The seq
1)

The client resolves the CIM_SystemDevice association to find instances of the CIM_Me
class that represent the virtual memory, invoking the intrinsic Associators( ) CIM operati
parameter values set as follows:

—  The value of the ObjectName parameter refers to the instance of the
CIM_ComputerSystem class that represents the virtual system.

—  The value of the AssocClass parameter is set to “CIM_SystemDevice”.

—  The value of the ResultClass parameter is set to “CIM_Memory”.

For each of the instances returned from step 1), the client inspects the values of the Bl
and NumberOfBlocks properties, multiplies these values, and adds the results. Theres
sum is the amount of virtual memory available to the virtual system.

[he client knows the amount of virtual memory available to the virtual system:

ample CIM representation shown in Figure 31, the client initially would know the instancs
mputerSystem class tagged VS that represents the virtual system. From there, the client
e CIM_SystemDevice association to the instance of the CIM_Memory class tagged VS_N
ts the only virtual memory resource allocated to the virtual system. The client would mult
the BlockSize property (524288) with the value of the ConsuntableBlocks property (4096
b result of 2147483648 bytes or 2097152 KB for the virtualksystem memory size.

Obtain the memory size of a defined virtual system

tion: All of the following:

The client knows a reference to the instance-of the CIM_ComputerSystem class that re
the virtual system.

The virtual system is in the “Definedvirtual system state (that is, is not instantiated), wh
indicated by a value of 3 (Disabled) for the EnabledState property in the instance of the
CIM_ComputerSystem class.

ience of activities is as follows:

The client resolves the CIM_SettingsDefineState association to find the instance of the
configuration, inveking the intrinsic AssociatorNames( ) CIM operation with parameter v
set as follows;

—  TheXalue of the ObjectName parameter refers to the instance of the
CIM./ ComputerSystem class that represents the virtual system.

—, \_The value of the AssocClass parameter is set to “CIM_SettingsDefineState”.
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ply the

bresents

ich is

CIM_VirtualSystemSettingData class that is the head element of the “State” virtual systgm

blues

The value of the RaesuliClass paramnfnr is-set-to“CIM—\irt |Q|chfanntI’ingnota”_

2)

The result of step 4) is a reference to an instance of the CIM_VirtualSystemSettingData

The client obtains instances of the CIM_ElementSettingData association that reference

class.
the

result instance from step 4) to find the instance of the CIM_VirtualSystemSettingData class that

is the head element of the “Defined” virtual system configuration, invoking the intrinsic
References( ) CIM operation with parameter values set as follows:

—  The value of the ObjectName parameter refers to the instance of the
CIM_VirtualSystemSettingData class that is the head element of the “State” virtual
configuration.

system
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—  The value of the ResultClass parameter is set to “CIM_ElementSettingData”.

The result of this step is a set of instances of the CIM_ElementSettingData association.
that set, the client selects the only instance where the IsDefault property has a value of
Default). The value of the SettingData property of that instance refers to the instance of

From
1(s
the

CIM_VirtualSystemSettingData class that is the head element of the “Defined” virtual system

configuration.

3) The client resolves the CIM_VirtualSystemSettingDataComponent association to find instances
of the CIM_ResourceAllocationSettingData class that represent resource allocation requests
within the “Defined” virtual system configuration, invoking the intrinsic Associators( ) CIM

operation with parameter values set as follows:

—  The value of the ObjectName parameter refers to the instance of the
CIM_VirtualSystemSettingData class that is the head element of the “Defined*virty
system configuration.

—  The value of the AssocClass parameter is set to
“CIM_VirtualSystemSettingDataComponent”.

—  The value of the ResultClass parameter is set to “CIM_ResourceAllocationSettingll

The result of this step is a set of instances of the CIM_ResourceAllocationSettingData g
represent virtual resource allocation requests of the virtual system that are elements of
“Defined” virtual system configuration.

4) | The client inspects the set of instances obtained in step 3)) selecting only those instanc
where the ResourceType property has a value of 4 (Memory).

5) | For each of the instances selected in step 4), the client then multiplies the of the Virtual
property with 1024, yielding the amount of virtual\memory requested through the inspec
instance. The client builds the sum from the calculated values of all inspected instances
step 5).

NOTE |Subclause 9.2.1 requires the value of the AllocationUnits property to be “byte*2210”. Alternatively,
might inspect the value of the AllocationUnits property in order to determine the unit.

Result: The client knows the amount of virtual memory requested for the virtual system.

In the eample CIM representation shewn in Figure 31, the client initially would know the instance
CIM_ComputerSystem class tagged VS that represents the virtual system. From there, the client
follow the CIM_SettingsDefineState association to the instance of the CIM_VirtualSystemSetting[
class tadged STA_VSSD. From there, the client would follow the CIM_ElementSettingData assoc
where pioperty IsDefault’has’a value of 1 (Is Default) to the instance of the
CIM_Vir{ualSystemSettingData class tagged DEF_VSSD. Finally, from there the client would follg
CIM_VirfualSystemSettingDataComponent association to obtain the instance of the
CIM_RegourceAllocationSettingData class tagged MEM_DEF that represents the only virtual mer

ata”.
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9.4.2.3 Determine the allocation capabilities or allocation mutability

Assumption: Any of the following:

e The client knows a reference to an instance of the CIM_System class that represents a
system.

e The client knows a reference to an instance of the CIM_ResourcePool class that repres
memory resource pool.

host

ents a
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The client knows a reference to an instance of the CIM_ResourceAllocationSettingData
that represents a memory resource allocation request.

The client knows a reference to an instance of the CIM_ResourceAllocationSettingData
that represents a memory resource allocation.

class

class

In the first two cases, this use case describes determining the related memory resource allocation
capabilities; in the latter two cases, this use case describes determining the related mutability.

The sequence of activities is as follows:

1)

2)

The client resolves the CIM_ElementCapabilities association to find instances of the

CHV‘;_I':\”UbdﬁUI ICdpaIU;“tiUb bidhb ti Idt ICPICoC] It d”UbdﬁUll bapa'uiiiﬁca Ul |||uiabiiity, il 1A'
intrinsic Associators( ) CIM operation with parameter values set as follows:

—  The value of the ObjectName parameter refers to the input instance.
—  The value of the AssocClass parameter is set to “CIM_ElementCapabiliti€s”.
—  The value of the ResultClass parameter is set to “CIM_AllocationCapabilities”.

The result of this step is a set of instances of the CIM_AllocationCapabilities class that
represent allocation capabilities or mutability.

The client cycles through the set of instances of the CIM_AllocationCapabilities class ok
in step 1), fetching instances of the CIM_SettingsDefineCapabilities association that ref
each of the instances from step 1) by invoking the intrinsic\References() CIM operation
parameter values set as follows:

—  The value of the ObjectName parameter each.cycle refers another instance of the
CIM_AllocationCapabilities class from the result set of step 1).

—  The value of the ResultClass parameter is set to “CIM_SettingsDefineCapabilities”

The result of this step each time is a set of'instances of the CIM_SettingsDefineCapabil
association.

For each of the instances obtained-in step 2), the client inspects the values of the Value
and ValueRange properties to determine the type of limitation imposed by the instance
CIM_ResourceAllocationSettingData class referenced by the value of the PartCompone
property in that association.instance, as follows:

— Adefault setting.is-designated through a value of 0 (Default) for the ValueRole pro
and a value of0*(Point) for the ValueRange property. A default setting does not ap|
the description of mutability.

— A minimum setting is designated through a value of 3 (Supported) for the ValueRo
propefty and a value of 1 (Minimums) for the ValueRange property.

— _A-maximum setting is designated through a value of 3 (Supported) for the ValueRa
property and a value of 2 (Maximums) for the ValueRange property.

ing the

tained
brence
Wwith

ties

Role
Df the
nt

berty
bly for

le

— An increment QnHing is. dneignafnr’l throt |gh avalue of 3 (Qllppnrfnrl) for the \/alue.

ole

property and a value of 3 (Increments) for the ValueRange property.

The client obtains for each of the instances obtained in step 2) the referenced instance of the
CIM_ResourceAllocationSettingData class, invoking the intrinsic Getlnstance( ) CIM operation
with the value of the InstanceName parameter set to the value of the PartComponent property

from the association instance. That value refers to the instance of the
CIM_ResourceAllocationSettingData class that represents the capabilities setting.

The result is the instance of the CIM_ResourceAllocationSettingData class with the values of all

non-null numeric properties that describe the settings.
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Result: The client knows the memory allocation capabilities of the system or the memory resource pool,
or the mutability of a memory resource allocation request or a memory resource allocation.

In the example CIM representation shown in Figure 31, the capabilities of the system and the resource
pool are represented by the instance of the CIM_AllocationCapabilities class tagged CAP that is
referenced likewise through an instance of the CIM_ElementCapabilities association from the instance of
the CIM_System class tagged HOST that represents the system and from the instance of the
CIM_ResourcePool class tagged MEM_POOL that represents a memory resource pool. Four instances of
the CIM_ResourceAllocationSettingData class tagged CAP_DEF, CAP_MIN, CAP_MAX, and CAP_INC
describe the applicable default, minimum, maximum, and increment settings that describe the allocation
capabilities. These instances are all associated through respectively parameterized instances of the
CIM SettasBefinee Al ) h 2 : AR

Jgobe cLdpPdb S d OCIAallO W C d c O vl AIOCALUO dPdl c ASS

mple CIM representation shown in Figure 31, the mutability of the memory resource allgcation
request is represented by the instance of the CIM_AllocationCapabilities class tagged DEF_MUT| The
mutability of the memory resource allocation is represented by the instance of the
CIM_AllgcationCapabilities class tagged DEF_STA. Values of elements in the valug-sets of the
SupportedAddStates[ ] and SupportedRemoveStates| ] array properties indicate the virtual system state
for which respective additions and removals or memory resource allocation. fequests or memory resource
allocatiops are supported. For both instances of the CIM_AllocationCapabilities class, three instafpces of
the CIM |ResourceAllocationSettingData class are associated throughaespectively parameterizeg
instancep of the CIM_SettingsDefineCapabilities association that describe minimum, maximum, and
increment settings.

9.4.2.4 Determine the default memory allocation capabilities

Assumgtion: The client knows a reference to the instance*of the CIM_System class that represepts the
host sysfem.

The seqlience of activities is as follows:

1) | The client obtains instances of the CIM_ElementCapabilities association that reference fhe
instance of the CIM_System class, invoking the intrinsic References( ) CIM operation with
parameter values set as follows:

—  The value of the ObjectName parameter refers to the instance of the CIM_System [class.
—  The value of the ResultClass parameter is set to “CIM_ElementCapabilities”.

The result of this/step is a set of instances of the CIM_ElementCapabilities association.

1Y%

2) | From the result'set of step 1), the client drops those instances where the value set of th
Characteristies| ] array property does not contain an element with the value 2 (Default).

The result of this step is a set of instances of the CIM_ElementCapabilities association that
reference instances of the CIM_AllocationCapabilities class that represent the default allocation
capabilities of the system for a number of resource types.

3) —Foreachroftheassociatiomimstances obtaimedimstep2); thetlientobtainsthe-mstarce of the
CIM_AllocationCapabilities class that is referenced by the value of the Capabilities property in
the respective association instance, invoking the intrinsic Getinstance( ) CIM operation with the
value of the InstanceName parameter set to the value of the Capabilities property.

The result of this step is a set of instances of the CIM_ResourceAllocationSettingData class that
represent the system’s default allocation capabilities for a number of resource types.
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4)

From the result set of step 3), the client drops those instances where the value set of the
ResourceType property is not 4 (Memory).

The result of this step is one instance of the CIM_ResourceAllocationSettingData class that
represents the system’s default allocation capabilities for the memory resource type. The client
continues as in use case 9.4.2.3 step 2) in order to determine the set of instances of the
CIM_ResourceAllocationSettingData that represent the settings for the default memory
resource allocation capabilities.

Result: The client knows the default memory allocation capabilities of the system.

In the example CIM representation shown in Figure 31, the default allocation capabilities for the memory

resource
tagged @

9.4.2.5

Assump
represer

The seq
1)

type of the system are represented by the instance of the CIM_AllocationCapabilities clgss
AP.

Determine the default memory resource pool

tion: The client knows a reference to the instance of the CIM_AllocationCapabilities clas
ts the default memory resource allocation capabilities of the system; see'9.4.2.4.

lence of activities is as follows:

s that

The client obtains instances of the CIM_ElementCapabilities association that reference the
instance of the CIM_AllocationCapabilities class, invoking the-intrinsic References( ) CIM
operation with parameter values set as follows:

—  The value of the ObjectName parameter referso the instance of the
CIM_AllocationCapabilities class.

—  The value of the ResultClass parameter is ‘'set to “CIM_ElementCapabilities”.

The result of this step is a set of instances.of the CIM_ElementCapabilities association.

w

From the result set of step 1), the client'drops those instances where the value set of th
Characteristics[ ] array property does/not contain an element with the value 2 (Default).

The result of this step is a set oftwo instances of the CIM_ElementCapabilities associafion. One
association instance references'the instance of the CIM_ResourcePool class that repregent the
default memory resource pgol, and one instance references the instance of the CIM_System
class that represents thé host system.

The client selects the\instance of the CIM_ElementCapabilities association from the resplt of
step 2) that references the instance of the CIM_ResourcePool class by comparing the value of
the ManagedElement property against the known reference to the CIM_System class that
represents the.host system and dropping that association instance. The client uses the
remaining.association instance from the result set of step 2) to obtain the instance of th
CIM_ResourcePool class that is referenced by the value of the ManagedElement property in
that-association instance, invoking the intrinsic Getlnstance( ) CIM operation with the vglue of
thee InstanceName parameter set to the value of the ManagedElement property.

system’s default memory resource pool.

Result: The client knows the default memory resource pool of the system.

In the example CIM representation shown in Figure 31, the default memory resource pool is represented
by the instance of the CIM_ResourcePool class tagged MEM_POOL.
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9.4.2.6 Obtain the Memory Pool with the Largest Unreserved Capacity

Assumption: The client knows a reference to the instance of the CIM_System class that represents the
host system.

The sequence of activities is as follows:

1) The client resolves the CIM_HostedPool association to find instances of the CIM_ResourcePool
class that represent resource pools hosted by the host system, invoking the intrinsic
AssociatorNames( ) CIM operation with parameter values set as follows:

—  The value of the ObjectName parameter refers to the instance of the CIM_System class

that rane nicthao baoct
ot TCPTC SIS T TTOST

—  The value of the AssocClass parameter is set to “CIM_HostedPool”.
—  The value of the ResultClass parameter is set to “CIM_ResourcePool”.

The result of this step is a set of instances of the CIM_ResourcePool class-that represent
resource pools hosted by the host system.

2) | The client selects from the result set of step 1) only those instances where the value of the
ResourceType property is 4 (Memory).

The result is a set of instances of the CIM_ResourcePool class.that represent memory fesource
pools hosted by the host system.

3) | The client inspects the value of the Capacity and the Reserved properties in all instancgs
selected with step 2), and each time calculates the amount of unreserved memory capacity by
subtracting the value of the Reserved property from the value of the Capacity property.

4) | From all pools inspected in step 3), the client selects the one that has the largest free capacity.

5) | The client checks the resource pool selected’in step 4) for architectural limitations as expressed
by the pool’s capabilities, applying use case 9.4.2.3.

Result: The client knows the memory resource“pool with the largest unreserved capacity.

NOTE |The largest extent of memory actually’available may be significantly smaller than indicated by the fesult
because fragmentation may subdivide the @amount of memory available into several smaller extents.

In the example CIM representation shown in Figure 31, the client initially would know the instancq of the
CIM_System class tagged HOST that represents the host system. From there, the client would fol]low the
CIM_HosgtedPool association:te instances of the CIM_ResourcePool class. Typically the association
resolution would yield moré_than one instance, including instances that represent resource pools pf other
resource types, such that.the client is required to select only those instances where the value of tihe
ResourceType propertyis 4 (Memory). In Figure 31, there is only the instance of the CIM_ResourcePool
class, tagged MEMXPOOL, so the selection process is not required. From that instance, the clieng takes
the valug of the ‘Capacity property and subtracts the value of the Reserved property (4194304 — 1|048576)
KB, yielding 3145728 KB as the maximum amount of memory potentially available from the pool.

9.5 Chvireterments

Table 121 lists CIM elements that are defined or specialized for the profile described in this clause. Each
CIM element shall be implemented as described in Table 121. The CIM Schema descriptions for any
referenced element and its sub-elements apply.

Subclauses 9.2 (“Implementation”) and 9.3 (“Methods”) may impose additional requirements on these
elements.
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Table 121 — CIM Elements: Memory Resource Virtualization Profile

Element Requirement | Description
Classes

CIM_AffectedJobElement Conditional See 9.5.1.
CIM_AllocationCapabilities (Capabilities) Mandatory See 9.5.2.
CIM_AllocationCapabilities (Mutability) Optional See 9.5.3.
CIM_Component (Memory Composition) Optional See 9.54.

CIM_CgmponenttResotree ooty Optiomat See-8-5-1
CIM_C¢ncretedob Conditional See 9.5.6.
CIM_ElementAllocatedFromPool Mandatory See 8.5.2.
CIM_ElementCapabilities (Capabilities) Mandatory See 9.5.8.
CIM_ElementCapabilities (Mutability) Conditional See 9.5.9.
CIM_ElementCapabilities (Resource Pool) Mandatory See the Resource Allocation Profilg
described\in‘clause 5.
CIM_ElementSettingData (Memory Pool) Mandatory See 8:5:5"
CIM_ElementSettingData (Memory Resource) Mandatory See 9.5.11.
CIM_HgstedDependency Optional See 8.5.6.
CIM_Hg¢stedResourcePool Mandatory See the Resource Allocation Profilg
described in clause 5.
CIM_Hg¢stedService Mapngdatory See the Resource Allocation Profilg
described in clause 5.
CIM_Memory (Host System) Conditional See 8.5.7.
CIM_Memory (Virtual System) Mandatory See 8.5.8.
CIM_Rg¢gisteredProfile Mandatory See 8.5.9.
CIM_RgsourceAllocationFromPool Optional See 8.5.10.
CIM_RgsourceAllocationSettingData Mandatory See 8.5.11.
CIM_RgsourcePool Mandatory See 8.5.12.
CIM_Rg¢sourcePoolConfigurationCapabilities Mandatory See 9.5.19.
CIM_Rg¢sourcePoolConfigurationService Mandatory See the Resource Allocation Profilg
described in clause 5.
CIM_SgttingsDefineState Mandatory See 8.5.13.
CIM_Sg¢rviceAffectsElement Mandatory See 9.5.21.
CIM_SystemDevice (Virtual Memory) Mandatory See 9.5.22.
CIM_SystemDevice (Host Memory) Optional See 8.5.14.

Indications

None defined
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CIM_AffectedJobElement

The support of the CIM_AffectedJobElement class is conditional.

Conditional Requirement: The CIM_AffectedJobElement association shall be supported if asynchronous
operations for resource pool management are supported; see 9.2.2.2.8.4.

If the CIM_AffectedJobElement association is supported, instances of the CIM_AffectedJobElement
association shall associate an instance of the CIM_ConcreteJob class that represents an asynchronous

memory

resource pool management task and all of the following:

the instance of the CIM_ResourcePool class that represents a memory resource pool that is

affected by the asynchronous memory resource pool management task

asynchronous memory resource pool management task

the instance of the CIM_Memory class that represents host memory that is affected,by the

Table 132 lists the requirements for elements of this association. These requirements-are in additjon to
those spkcified in the CIM Schema and in the Resource Allocation Profile describedin clause 5.
Table 122 — Association: CIM_AffectedJobElement
Elemerts Requirement Notes
AffectedElement Mandatory Key: Valug shall reference an instance of the
CIM_ResourcePool class or the CIM_Memepry
class:
Cardinality: *
AffectingElement Mandatory Key: Value shall reference the instance of the
CIM_ConcreteJob class.
Cardinality: *
9.5.2 | CIM_AllocationCapabilities(capabilities)
See 9.2.B.1.1 for detailed implementation requirements for this class if it is used for the representation of
memory [resource allocation capabilities of systems or of memory resource pools.
Table 123 lists the requirements for elements of this class in this case. These requirements are in
addition fo those specified in'the CIM Schema and in the Allocation Capabilities Profile described|in

clause 7

Table 123—= Class: CIM_AllocationCapabilities (memory allocation capabilities)

Elemerts Requirement Notes

InstancglD Mandatory Key

ResourceType Mandatory Value shall be 4 (Memory).
OtherResourceType Mandatory Value shall be NULL.
RequestTypesSupported Mandatory See 9.2.3.1.1.2.
SharingMode Mandatory See 9.2.3.1.1.3.
SupportedAddStates| ] Mandatory Value shall be NULL.
SupportedRemoveStates| ] Mandatory Value shall be NULL.
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9.5.3 CIM_AllocationCapabilities (mutability)

The support of the CIM_AllocationCapabilities class for the representation of the mutability of memory
resource allocation requests and memory resource allocations is optional.

If the CIM_AllocationCapabilities class is supported for the representation of the mutability of memory
resource allocation requests and memory resource allocations, see 9.2.3.2.2 for detailed implementation
requirements.

Table 124 lists the requirements for elements of this class. These requirements are in addition to those
specified in the CIM Schema and in the Allocation Capabilities Profile described in clause 7.

Table 124 — Class: CIM_AllocationCapabilities (memory allocation mutability)

Elemerts Requirement Notes

InstancelD Mandatory Key

ResourgeType Mandatory Value shall be 4 (Memory).
OtherRégsourceType Mandatory Value shall be NULL.
RequestTypesSupported Mandatory See 9.2.3:2:2.1.
SharingMode Mandatory See 92.3.2.2.2.
SupporfedAddStates| ] Optional See9.2.3.2.2.3.
SupporfedRemoveStates] ] Optional See 9.2.3.2.2.4.

9.5.4 | CIM_Component (memory composition)

The support of the CIM_Component association forthe representation of memory compositions is
optional.

If the CIM_Component association is supported for the representation of memory compositions thHat are
composed of other memory extents, instances of an association that is based on the CIM_Compqnent
associatjon shall associate an instance of the CIM_Memory class that represents the memory
composifion and any instance of the\CIM_Memory class that represent composing memory extengs. If an
implemeptation does not implement’a more specific association based on the CIM_Component
associatjon, the CIM_ConcreteComponent association should be implemented.

NOTE |The CIM_Compopent/association is abstract; therefore it cannot be directly implemented. On the ¢ther
hand, clignts may directly.follew abstract associations.

Table 125 lists the fequirements for elements of this association. These requirements are in additjon to
those spgcified inithe CIM Schema.
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Table 125 — Association: CIM_Component (memory resource)

Elemen

ts Requirement Notes

GroupComponent Mandatory

memory composition.

Cardinality: 0..1

Key: Value shall reference the instance of
the CIM_Memory class that represents the

PartComponent Mandatory

composing memory extent.

Key: Value shall reference an instance of
the CIM_Memory class that represents a

Cardinality: *

955

The sup
aggrega

port of the CIM_Component association for the representation of memory éxtents that arg

CIM_Component (resource pool)

ed by resource pools is optional.

If the CIM_Component association is supported for the representation of memory extents that are
aggregated by resource pools, instances of an association that is based ©n the CIM_Component
associatlon shall associate an instance of the CIM_ResourcePool class‘that represents a primordjal
memory [resource pool and any instance of the CIM_Memory class that represents host memory that is
aggregated into the pool. If an implementation does not implement 'a’more specific association bgsed on
the CIM [Component association, the CIM_ConcreteComponent association should be implemenied.
NOTE |The CIM_Component association is abstract; therefore.it eannot be directly implemented. On the ¢ther
hand, clignts may directly follow abstract associations.
Table 126 lists the requirements for elements of this-association. These requirements are in additjon to
those spgcified in the CIM Schema and in the Resource Allocation Profile described in clause 5.
Table 126 — Associatiogn: CIM_Component (resource pool)
Elemerts Reguirement Notes
GroupJomponent Mandatory Key: Value shall reference the instpnce of
the CIM_ResourcePool class that
represents a memory resource podl.
Cardinality: 0..1
PartCornponent Mandatory Key: Value shall reference an instgnce of
the CIM_Memory class that represgnts
host memory aggregated into the pool.
Cardinality: *
9.5.6 CIM_ConcreteJob

The support of the CIM_ConcretedJob class is conditional.

Conditional Requirement: The CIM_ConcreteJob class shall be supported if asynchronous operations for
resource pool management are supported; see 9.2.2.2.8.4.

If the CIM_ConcreteJob is supported, instances of the CIM_ConcreteJob class shall represent
asynchronous memory resource pool management tasks.
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Table 127 lists the requirements for elements of this class. These requirements are in addition to those
specified in the CIM Schema and in the Resource Allocation Profile described in clause 5.

Table 127 — Class: CIM_ConcreteJob

Elements Requirement Notes

InstancelD Mandatory Key

DeleteOnCompletion Mandatory Value shall be TRUE.
ElementName Mandatory Value shall conform to pattern “.*”.
ErrorCdde Mandatory None

ErrorDdscription Mandatory None

JobStatus Mandatory None

JobState Mandatory None

9.5.7 | CIM_ElementAllocatedFromPool

An instance of the CIM_ElementAllocatedFromPool association shall associate an instance of the
CIM_RegourcePool class that represents a memory resource pool witheach instance of the CIM |
class thdt represents virtual memory resulting from a memory resoutce allocation out of the pool.

Table 128 lists the requirements for elements of this association, “These requirements are in addit
those spgcified in the CIM Schema and in the Resource Alléeation Profile described in clause 5.

Table 128 — Association: CIM_ElementAllocatedFromPool

[Memory

on to

Elemerts Requirement Notes

Antecedent Mandatory Key: Value shall reference the instgnce of
the CIM_ResourcePool class that
represents a memory resource pod|.
Cardinality: 1

Dependent Mandatory Key: Value shall reference the instgnce of

the CIM_Memory class that repres
virtual memory resulting from a me
allocation from the pool.

Cardinality: *

bnts
mory

9.5.8 | CIMsElementCapabilities (capabilities)

Instancepg of.the CIM_ElementCapabilities association shall associate all of the following:

o theinstance of the CIM_System class that represents the host system with each instance of the
CIM_AllocationCapabilities class that represents memory allocation capabilities of the host

system

e aninstance of the CIM_ResourcePool that represents a memory resource pool with each
instance of the CIM_AllocationCapabilities class that represents memory allocation capabilities
of the memory resource pool

Table 129 lists the requirements for elements of this class. These requirements are in addition to those
specified in the CIM Schema and in the Allocation Capabilities Profile described in clause 7.
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Table 129 — Association: CIM_ElementCapabilities (capabilities)

Elements Requirement Notes
ManagedElement Mandatory Key:
Host: See 9.2.3.1.2 and 9.2.3.1.3.
Pool: See 9.2.3.1.4 and 9.2.3.1.5.
Cardinality: *
Capabilities Mandatory Key:
Host-See-9-23-4-2ard-9-2-3-4-3-
Pool: See 9.2.3.1.4 and 9.2.3.\5.
Cardinality: *
Characferistics Mandatory Host: See 9.2.3.1.2 and\9:2.3.1.3.
Pool: See 9.2.3.1,4-and 9.2.3.1.5.
9.5.9 | CIM_ElementCapabilities (mutability)
The support of the CIM_ElementCapabilities association for the representation of the mutability of a
memory [resource allocation request or a memory resource allocationnis conditional.
Conditiopal Requirement: The support is required if the CIM_AllocationCapabilities class is suppdrted for
the reprgsentation of the mutability of memory resource allocation requests or memory resource
allocatiops; see 9.5.3.
If the CIM_ElementCapabilities association is supported for the representation of the mutability of|a
memory [resource allocation request or a memory resource allocation, an instance of the
CIM_ElgmentCapabilities association shall assogiate an instance of the
CIM_Res$ourceAllocationSettingData class thatrepresents a memory resource allocation or memory
resourcq allocation request with each instance of the CIM_AllocationCapabilities class that repredents the
mutability of the memory resource allocatien or memory resource allocation request.
Table 130 lists the requirements for elements of this class. These requirements are in addition to fhose
specified in the CIM Schema and in‘the Allocation Capabilities Profile described in clause 7.
Table 130'- Association: CIM_ElementCapabilities (mutability)
Elemerts Requirement Notes
ManaggedElement Mandatory Key: Value shall reference the instpnce of
the CIM_ResourceAllocationSettingData
class.
Cardinality: *
Capabilities Mandatory Key: Value shall reference the instance of
the CIM_AllocationCapabilities class.
Cardinality: *
Characteristics]| ] Mandatory Value shall be { 3 (Current) }.
9.5.10 CIM_ElementSettingData (memory resource pool)

An instance of the CIM_ElementSettingData association shall associate an instance of the
CIM_ResourcePool class that represents a concrete memory resource pool and the instance of the
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CIM_ResourceAllocationSettingData class that represents the memory resource allocation that describes
the allocation of the concrete resource pool from another resource pool.

Table 131 lists the requirements for elements of this class. These requirements are in addition to those
specified in the CIM Schema and in the Resource Allocation Profile described in clause 5.

Table 131 — Association: CIM_ElementSettingData (memory resource pool)

Elements

Requirement

Notes

ManagedElement

Mandatory

Key: Value shall reference the instance of

the CIM_ResourcePool class that

represents the concrete memory, rg
pool.

Cardinality: 0..1

source

SettinglPata

Mandatory

Key: Value shall reference the inst

the CIM_ResourceAllecationSettingData

class that represents,the memory
resource allocation.

Cardinality 0:1

Ance of

9.5.11 | CIM_ElementSettingData (memory resource)

An instance of the CIM_ElementSettingData association shall associate an instance of the
CIM_RegourceAllocationSettingData class that represents a memory resource allocation and the
of the CIM_ResourceAllocationSettingData class that represents the corresponding memory reso|

allocatiop request.

Table 132 lists the requirements for elements of this-¢lass. These requirements are in addition to
specified in the CIM Schema and in the Resource Allocation Profile described in clause 5.

Table 132 — Association: CIM._ElementSettingData (memory resource)

instance
Lrce

hose

Elemerts

Reguirement

Notes

ManaggdElement

Mandatory

Key: Value shall reference the inst

the CIM_ResourceAllocationSettingData

class that represents the memory
resource allocation.

Cardinality: 1

ance of

SettinglData

Mandatory

Key: Value shall reference the inst

the CIM_ResourceAllocationSettingData

class that represents the memory
resource allocation request.

ance of

Cardinality: 0..1

IsDefault

Mandatory

Value shall be 1 (Is Default).

IsCurrent

Mandatory

Unspecified.

IsNext

Mandatory

Unspecified.

9.5.12 CIM_HostedDependency

The support of the CIM_HostedDependency association is optional.
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If the CIM_HostedDependency association is supported, an instance of the CIM_HostedDependency
association shall associate an instance of the CIM_Memory class that represents virtual memory with the

instance of the CIM_Memory class that represents host memory that is dedicated for the support of the
virtual memory.

Table 133 lists the requirements for elements of this association. These requirements are in addition to
those specified in the CIM Schema and in the Resource Allocation Profile described in clause 5.

Table 133 — Association: CIM_HostedDependency

Elements Requirement Notes

Antecedent Mandatory Key: Value shall reference the instince of
the CIM_Memory class that représents
host memory.

Cardinality: 0..1

Dependent Mandatory Key: Value shall reference the instgnce of
the CIM_Memory'class that represgnts
virtual memory.

Cardinality:'0..1

9.5.13 | CIM_Memory (host system)
The support of the CIM_Memory class for the representation of host memory is conditional.

Conditiopal Requirement: The support is required if the CIM_SystemDevice association is supported for
the reprgsentation of host memory; see 9.5.23.

Table 134 lists the requirements for elements of this\Class. These requirements are in addition to those
specified in the CIM Schema and in DSP1026 if that is implemented.

Table 134 — Class: CIM_Memory (host system)

Elemerts Reguirement Notes
System[CreationClassName Mandatory Key
CreatiopnClassName Mandatory Key
SystemName Mandatory Key

Name Mandatory Key
EnabledState Mandatory Unspecified
RequestedState Mandatory Unspecified
StartingAddress Mandatory Unspecified
EndingAddress Mandatory Unspecified

9.5.14 CIM_Memory (virtual system)

See 9.2.2.5 for detailed implementation requirements for this class if it is used for the representation of
virtual memory or virtual memory composition.

Table 135 lists the requirements for elements of this class. These requirements are in addition to those
specified in the CIM Schema and in DSP1026 if that is implemented.
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Table 135 — Class: CIM_Memory (virtual system)

Elements Requirement Notes

SystemCreationClassName Mandatory Key

CreationClassName Mandatory Key

SystemName Mandatory Key

Name Mandatory Key

EnabledState Mandatory Unspecified

Reque edotate Viandatory unspeciiied

StartingAddress Mandatory Unspecified

EndingAddress Mandatory Unspecified
9.5.15 | CIM_RegisteredProfile
The use|of the CIM_RegisteredProfile class is specified by DSP1033.
Table 136 lists the requirements for elements of this class. These requirements are in addition to those
specified in DSP1033.

Table 136 — Class: CIM_RegisteredProfile

Elemerts Requirement Notes

RegisteredOrganization Mandatory Value shall be set to 2 (DMTF).

RegisteyredName Mandatory Value shall be set to “Memory Respurce

Virtualization”.
RegisteredVersion Mandatory. Value shall be set to the version offthe
profile described in this clause: “1.Q.0”".

9.5.16 | CIM_ResourceAllocationFromPool
The support of the CIM_ResourceAllocationFromPool association is optional.
If the CIM_ResourceAllocationFromPool association is supported, an instance of the
CIM_ResgourceAllocationFromPool association shall associate an instance of the CIM_ResourceRool
class thdt represents.a memory resource pool with each instance of the
CIM_ResgourceAllocationSettingData class that represents a memory resource allocation from thg pool.
Table 137 lists the requirements for elements of this association. These requirements are in additjon to
those spEcified in the CIM Schema and in the Resource Allocation Profile described in clause 5.

Table 137 — Association: CIM_ResourceAllocationFromPool

Elements Requirement Notes

Antecedent Mandatory

the CIM_ResourcePool class that

Cardinality: 0..1

Key: Value shall reference the instance of

represents a memory resource pool.
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Elements

Requirement

Notes

Dependent

Mandatory

Key: Value shall reference the instance of
the CIM_ResourceAllocationSettingData
class that represents a memory resource
allocation from the pool.

Cardinality: *

9.5.17 CIM_ResourceAllocationSettingData

See 9.2 .p 272 fordetaitedmptementation requirements for this tlass:

Table 138 lists the requirements for elements of this class. These requirements are in addition to fhose

specified in the CIM Schema and in the Resource Allocation Profile described in clause 5.

Table 138 — Class: CIM_ResourceAllocationSettingData

Elemerts Requirement Notes

InstancglD Mandatory Key; see the.Resource Allocation RFrofile
described)in clause 5.

ResourgeType Mandatory Value'shall be 4 (Memory).

OtherResourceType Mandatory Value shall be NULL.

ResourgeSubType Optional See the Resource Allocation Profilg
described in clause 5.

PoollD Mandatory See 9.2.2.4.2.

ConsunerVisibility Optional See 9.2.2.4.3.

HostRepource] ] Optional See 9.2.2.4.4.

AllocatipnUnits Mandatory See 9.2.1.

VirtualQuantity Mandatory See 9.2.2.4.5.

Reservation Optional See 9.2.2.4.6.

Limit Optional See 9.2.24.7.

Weight Optional See 9.2.2.4.8.

AutomaticAllocation Optional See the Resource Allocation Profilg
described in clause 5.

AutomaticDeallocation Optional See the Resource Allocation Profilg
described in clause 5.

Parent Optional See 9.2.2.4.9.

Connecfion[ ] Opfional See 9.2.2.4710.

MappingBehavior Optional See 9.2.2.4.11.

9.5.18 CIM_ResourcePool

Instances of the CIM_ResourcePool class shall represent memory resource pools.

Table 139 lists the requirements for elements of this class. These requirements are in addition to those
specified in the CIM Schema and in the Resource Allocation Profile described in clause 5.
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Table 139 — Class: CIM_ResourcePool

Elements Requirement Notes

InstancelD Mandatory Key

ElementName Optional See the Resource Allocation Profile
described in clause 5.

PoollD Mandatory See 9.2.2.2.2.

Primordial Mandatory See 9.2.2.2.1.

Capacity Conditional See 9.2.2.2.5.

Reserved Optional See 9.2.2.24.

ResourgeType Mandatory Value shall be 4 (Memory)

OtherRésourceType Mandatory Value shall be NULL.

ResourgeSubType Optional See the Resource‘Allocation Profild
described in clause 5.

AllocatipnUnits Mandatory See 9.2.1.

9.5.19

CIM_ResourcePoolConfigurationCapabilities

An instance of the CIM_ResourcePoolConfigurationCapabilities‘elass shall represent the capabilifies of a
memory [resource pool configuration service.

Table 140 lists the requirements for elements of this class. These requirements are in addition to fhose

specified in the CIM Schema and in the Resource Allocation Profile described in clause 5.

Table 140 — Class: CIM_ResourcePoolConfigurationCapabilities

Elemerts Requirement Notes
InstancelD Mandatory Key
AsynchfonousMethodsSupported] ] Mandatory See 9.2.2.2.8.
SynchrgnousMethodsSupported] ] Mandatory See 9.2.2.2.8.

9.5.20

CIM_SettingsDefineState

An instance of the CIM_SettingsDefineState association shall associate an instance of the CIM_Nlemory
class thdt represents virtual memory and the instance of the CIM_ResourceAllocationSettingData| class

that represents the memory resource allocation that yields the virtual memory.

Table 141\ists the requirements for elements of this association. These requirements are in additjon to

those specified in the CIM Schema and in the Resource Allocation Profile described in clause 5.

Table 141 — Association: CIM_SettingsDefineState

Elements

Requirement

Notes

ManagedElement

Mandatory

Key: Value shall reference an instance of
the CIM_Memory class.

Cardinality: 0..1
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Elements Requirement Notes
SettingData Mandatory Key: Value shall reference the instance of
the CIM_ResourceAllocationSettingData
class.
Cardinality: 0..1
9.5.21 CIM_ServiceAffectsElement

An instance of the CIM_ServiceAffectsElement association shall associate an instance of the

CIM_RefourcePoolConfigurationService class that represents a memory resource pool coniiguration
service gnd each instance of the CIM_ResourcePool class that represents a memory resource pdol that
is configprable through the service.
Table 142 lists the requirements for elements of this association. These requirements@te’in additjon to
those spgcified in the CIM Schema and in the Resource Allocation Profile described)in Clause 5.

Table 142 — Association: CIM_ServiceAffectsElement

Elemerts Requirement Notes

AffectedElement Mandatory Key: Value'shall reference an instancq of the
CIM_ResourcePool class.

Cardinality: *

AffectingElement Mandatory Key: Value shall reference the instancg of the
CIM_ResourcePoolConfigurationServige
class.

Cardinality: 1

9.5.22 | CIM_SystemDevice (virtual memory)
An instance of the CIM_SystemDevice association shall associate the instance of the
CIM_ComputerSystem class that represents a virtual system and each instance of the CIM_Mempry
class thdt represents virtual memary in scope of the virtual system.
Table 143 lists the requirements for elements of this association. These requirements are in additjon to
those spgcified in the CIM Schema and in the Resource Allocation Profile described in clause 5.

Table 143 — Association: CIM_SystemDevice (virtual memory)

Elemerts Requirement Notes

GroupJomponent Mandatory Key: Value shall reference an instancq of the
CIM_System class.

Cardinality: 1

PartComponent Mandatory Key: Value shall reference the instance of the
CIM_Memory class.

Cardinality: *

9.5.23 CIM_SystemDevice (host memory)

Support of the CIM_SystemDevice association for the representation of host memory is optional;

see 9.2.2.1.
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NOTE  Support is mandatory if DSP1026 is implemented for the host system.

If the CIM_SystemDevice association is supported for the representation of host memory, an instance of
the CIM_SystemDevice association shall associate the instance of the CIM_System class that represents
the scoping host system and each instance of the CIM_Memory class that represents host memory in
scope of the scoping host system.

Table 144 lists the requirements for elements of this association. These requirements are in addition to
those specified in the CIM Schema, in the Resource Allocation Profile described in clause 5, and in
DSP1026 if that is implemented.

Elemerts Requirement Notes

Groupdomponent Mandatory Key: Value shall reference an instancq of the
CIM_System class.

Cardinality: 1

PartCornponent Mandatory Key: Value shall freference the instancg of the
CIM_Memory, Class.

Cardinality.
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10 Storage Resource Virtualization Profile
Profile Name: Storage Resource Virtualization

Version: 1.0.0

Organization: DMTF

CIM Schema Version: 2.21

Central Class: CIM_ResourcePool

Scopind Class: CIM_System

The Storpge Resource Virtualization Profile is a component profile that defines the minimum. obje¢t model
needed {o provide for the CIM representation and management of the virtualization of sterage extents or
of disk drives.

Table 145 lists profiles on which the Storage Resource Virtualization Profile depehds.

Table 145 — Related profiles for the Storage Resource Virtdalization Profile

Profile Name Organization | Version | Relationship | Description

Resourge Allocation DMTF 11 Specializes Theabstract profile that describes the
virtualization of resources
See clause 5.

Allocatign Capabilities | DMTF 1.0 Specializes The abstract profile that describes

capabilities for resource allocation gnd
resource mutability

See clause 7.

Profile Redqistration DMTF 1.0 Mandatory The profile that specifies registered [profiles

Indicatigns DMTF 1.0 Optional The profile that specifies indications

Block Sérvices SNIA 13 Optional The SMI-S package that describes pblock
services

Host Digcovered SNIA 1.2 Optional The SMI-S profile that describes hopt

Resourdes discovered resources

Generic|lInitiator Ports | SNI|A 1.0 Optional The SMI-S profile that describes geperic

initiator ports

Generic|Target Ports SNIA 1.0 Optional The SMI-S profile that describes geperic
target ports
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Table 146 lists conditional and optional features defined in the profile described in this clause.

Table 146 — Optional Features

Feature Requirement Granularity Description
Name Level
Resource Conditional Instance of The feature that defines the representation of the
aggregation CIM_ResourcePool aggregation of host resources into host resource
pools.
See 10.2.5.
Resourde pool | Optional Instance of The feature that defines the management df
management CIM_ResourcePool- resource pools.
ConfigurationService See 10.2.7.
NOTE |Some elements adapted by the profile described in this clause are defined with asrequirement levgl

"condition
implemen

10.1 D
This sub

This sub
outlines

management domain.

10.1.1

In compuiter virtualization systems, virtual computer systems are composed of component virtual

resourcg

The profi
Resourc

al", with the condition referring to the implementation of a particular feature. This in effect requires
tation of the conditional element if the feature is implemented.

escription
clause contains informative text only.

clause introduces the management domain addressed by the profile described in this cla|
he central modeling elements established for representation and control of elements in {

General

S.

the

use, and
he

b Allocation Profile (described-in clause 5) and the allocation capabilities pattern as defingd in the

le described in this clause specializes the resource virtualization pattern as defined in th}

Allocatiop Capabilities Profile (described in clause 7) for the representation and management of the
following types of resources:

e | virtual storage resources, designated by one of the resource type values 31 (Logical Digk),

32 (Storage Yolume) or 19 (Storage Extent)

o | virtual diskidrives, designates by the value 17 (Disk Drive)
The prof{le deseribed in this clause references additional CIM elements and establishes constraints
beyond those defined in the referenced profiles.
Storage esodrcesrepresented-and-mat |ayc:d by meansof theprofitedescribed-mthiscrause-appear to

an operating system running in the virtual computer system as virtual disks. Virtual disks either emulate
"physical" disks (such as for example SCSI disks), or appear as "logical" disks that have no physical
equivalent (such as for example block devices).
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10.1.2 Storage resource virtualization class schema

Figure 32 shows the class schema of the profile described in this clause. It outlines the elements that are
referenced and in some cases further constrained by the profile described in this clause, as well as the
dependency relationships between elements of the profile described in this clause and other profiles. For
simplicity in diagrams, the prefix CIM_ has been removed from class and association names. Inheritance
relationships are shown only to the extent required in the context of the profile described in this clause.

ElementConformsToProfile (See referencing profile)

‘ 1

[ Referenced- - -
Bystem ConcreteJob Profile RegisteredProfile
(See "Profile Registration" profile)

(See reffrencing profile) (See "Resource Allocation" profile)
AffectedJobElement
- 110l (See "Resource Allocation" profile) « ElementCapabilities EleméentConformsToProfile 0..1
=} . (See "Allocation Capabilities" profile) (See "Profile Registration prof|le)\
. . ElementSettingData ElemenitCapabilities
. SettingsDefineState [ ¢_4 . (SeeAllocation Capabilities” profile) | *
~. 0. N - —
ManagedSystemElement 0.1 > ResourceAllocationSettingData = AllocationCapabilities
* - \O" [(See "Allocation Capabilities” profile)
* LOY éettingsDefineCapabiIities
Component % (See "Allocation Capabilities" profile)
[a)
LogicalElement * StorageAllocationSettingData =4 ResourcePoolConfigurationCapabilities
y E (See "Resource Allocation" profile)
ElementAllocated- RegourceAllocation-| |5 1
FromPool | FromPool g Element-
SystemDevice ] Capabilities
01 0..1/0..1 1.*
LogicalDevice * e ResourcePool S ResourcePoolConfigurationServicq
1 . S (See "Resource Allocation" profile)
7N Hosted- " "
0.1 Dependency. 1. ServiceAffectsElement
HostedResourcePool
HostedService
StorageExtent StoragePool
(See SMI-S "Block Services" package)
JAPRS
LogicalDrive LogicalPort
InitiatorTargetlogicalUnitPath (See SMI-S "Generic Initiator Ports" proffle)
(See SMI-S “Block Services” package) (See SMI-S" Generic Target Ports" profile)
] 0..1
[ DEVICEeSAP-
LogicalDisk StorageVolume . « Implementation
* ProtocolEndpoint
HostedAccessPoint (See SMI-S) * | (See SMI-S "Generic Initiator Ports" profile)
(See SMI-S "Generic Target Ports" profile)

Figure 32 — Storage Resource Virtualization Profile: Profile class diagram
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The profile described in this clause specifies the use of the following classes and associations:

The CIM_ResourcePool class models resource pools for storage resources (such as storage
volumes or logical disks) or for disk drives.

The CIM_Component association models the relationship between resource pools and host
storage resources as components of the resource pools.

The CIM_ElementAllocatedFromPool association models hierarchies of resource pools and
models the relationship of resource pools and storage resources allocated from those.

The CIM_HostedResourcePool association models the hosting dependency between a
resource pool and its host system. A host system supports at least one resource pool for

storage resources.

The CIM_LogicalDisk class, the CIM_StorageVolume class and the CIM_StorageExten{ class
model the following aspects of logical disks and storage volumes:

— logical disks, storage volumes or plain storage extents as devices in the scope of 4 system,
as modeled by the CIM_SystemDevice association

— host storage extents (including subtypes) as components within.storage resource pgools, as
modeled by the CIM_Component association

— virtual disks as a result of a storage resource allocation from a storage resource pqol, as
modeled by the CIM_ElementAllocatedFromPool association

The CIM_DiskDrive class models the following aspects,of disk drives:

— disk drives as devices in the scope of a system,"as modeled by the CIM_SystemDgvice
association

— disk drives as components within disk drive resource pools, as modeled through th
CIM_Component association

D

— disk drives as a result of a disk drive allocation from a disk drive resource pool, as modeled
by the CIM_ElementAllocatedFrémPool association

The CIM_ResourceAllocationSettingData class models disk drive resource allocations qr disk
drive resource allocation requiests

The CIM_StorageAllocationSettingData class models storage resource allocations or stprage
resource allocation requests

The CIM_Allocation€apabilities class and the CIM_ElementCapabilities association moglels
— the resource allocation capabilities of host systems

— the reseurce allocation capabilities of storage resource pools
— themutability of existing resource allocations

The CIM_SettingsDefineCapabilities association models the relation between allocation
r*::lr_\nhiliﬁne and-the cnf’ringc that define these r*alr_\nhilifine

The CIM_ResourcePoolConfigurationService class models configuration services for resource
pools and the CIM_ResourcePoolConfigurationCapabilities class modeling their capabilities

The CIM_ConcreteJob class and the CIM_AffectedJobElement association models
asynchronous management tasks initiated through resource pool configuration services
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e The CIM_HostedDependency association models
— the relationship between virtual storage extents and host storage extents

— the relationship between virtual disk drives and host disk drives

10.1.3 Resource pools

This subclause describes the use of resource pools for storage resources and disk drives.

10.1.3.1 General

The prof{le described in this clause applies the concept of resource pools (defined in 5.1.1.2) torthe
following resource types:

o | The resource type 31 (Logical Disk) designates storage resource pools that represent r¢sources
for the allocation of logical disks for immediate use by virtual systems; allocated logical flisks
are represented by instances of the CIM_LogicalDisk class

e | The resource type 32 (Storage Volume) designates storage resource pools that represgnt
resources for the allocation of storage volumes to virtual storage afrays; allocated storage
volumes are represented by the instances of the CIM_StorageVelume class

o | The resource type 19 (Storage Extent) designates storage reseurce pools that represent
resources for the allocation of storage extents for virtual systems or virtual storage arrays that
are not covered through resource types 31 (Logical Disk) or 32 (Storage Volume) as defined

above

e | The resource type 17 (Disk Drive) designates virtual disk drive storage pools that repregent
resources for the allocation of disk drives to virtual systems; allocated disk drives are
represented by instances of the CIM_DiskDrive class

Note that the resource type of a resource pool gaverns the type of the resources that are allocatefl from
the resolirce pool. Opposed to that the resource’'type of the resources that are aggregated by the
resourcq pool may differ from the resource.type of the pool. For example, a resource pool with a fesource
type of 31 (Logical Disk) supports the allécation of logical disks. However, the resources that are
aggregajed by that resource pool may-be of a different type; for example, that resource pool might
aggregaie files, or it might represent a file system without representing individual files.

The prof{le described in this clause uses the resource pool as the focal point for storage resource
allocatiops and disk drive allocations. Virtual systems receive storage resource allocations from sjorage
resourceg pools based on(storage resource allocation requests. Virtual systems receive disk drive
resourcq allocations fram disk drive resource pools based on disk drive resource allocation requepts. In
addition,|a disk drive’may also be allocated as a side effect of a storage resource allocation.

10.1.3.2 Representation of host resources

A resource.pool represents host resources that enable the allocation of virtual devices (such as virtual
disks or virtual disk drives). However the explicit representation of the host resources aggregated by a
resource pool is optional: In some cases implementations may explicitly represent the host resources
such as for example host logical disks, host storage volumes, host disk drives, files, file systems or file
directories that are accessible by the host. In other cases implementations may choose not to explicitly
represent the host resources aggregated by a resource pool. For example, an implementation that
implements the representation and management of memory based virtual disks is not required to
explicitly model the host memory that support the virtual disks. Instead, in this case the resource pool is
the sole model element that represents host memory capacity assigned for the support of (allocated)
virtual disks, and the host capacity that is still available for the allocation of new virtual disks.
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The Resource Allocation Profile described in clause 5 defines two general types of resource pools:
Primordial resource pools and concrete resource pools.

NOTE  The SNIA SMIS:1.3, Part 3 Block Devices, Block Services package provides much stricter definitions of
primordial storage pool and concrete storage pool than those of the Resource Allocation Profile described in clause 5.
Implementations of the SNIA SMIS:1.3, Part 3 Block Devices, Block Services package for the management of host
storage resources need to conform with these definitions. For example, the profile described in this clause allows the
direct use of a primordial resource pool for the allocation of resources, while the SNIA SMIS:1.3, Part 3 Block
Devices, Block Services package supports the creation and modification of storage volumes and logical disks only in
context of concrete storage pools.

10.1.3.3 Primordial resource pool

A primorFial resource pool aggregates capacity; it represents a subset of the manageable resourges of a
host sysfem. Primordial resource pools are suitable to serve as the source of resource allogationd —
either for the allocation of child resource pools or for virtual resources.

10.1.34 Concrete resource pool

A concrgte resource pool subdivides the capacity of its parent resource pool. The amount of capacity
allocateq to a concrete resource pool is less than or at most equal to the capacity of the parent pqol.

10.1.35 Hierarchies of resource pools

The prof{le described in this clause specializes the concept of resource pool hierarchies defined ip 5.1.1.4
to the regource types 31 (Logical Disk), 32 (Storage Volume), ahd 17 (Disk Drive).

Figure 38 shows an example of the CIM representation of a‘resource pool hierarchy where a set ¢f host
storage g¢xtents is aggregated into a primordial storage resource pool PRIM_POOL. The allocatiop
capabilitles of PRIM_POOL are represented by meangs of the Allocation Capabilities Profile described in
clause 7| PRIM_POOL supports allocations startingdrom 4 GB up to 4 TB; in that range the increment is
1 KB.

Two hos} storage extents EXTENT1 and EXTENT2 are components of PRIM_POOL. The instandes
represer|t storage extents that are available,to the host system. For example, the host system itsglf
contains|these storage devices such as for example local SCSI disks; or the host system has accgss to
these devices through means of a storage area network or other network mechanisms.
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PRIMCAP : AllocationCapabilities

PRIMMAX : StorageAllocationSettingData

PRIMMIN : StorageAllocationSettingData

PRIMINC : StorageAllocationSettingData

ResourceType = 31 (Logical Disk)
RequestTypesSupported = 3 (General)
SharingMode = 3 (Shared)
SupportedAddStates[] = {

2 (Enabled, 3 (Disabled) }
SupportedRemoveStates|] = {

2 (Enabled, 3 (Disabled) }

ResourceType = 31 (Logical Disk)
PoollD = PRIM_POOL"
AllocationUnits = "count"
VirtualQuantity = 4294967296
Reservation = 4294967296

Access = 3 (Read/Write Supported)
VirtualResourceBlockSize = 1024
HostResourceBlockSize = 1024

ResourceType = 31 (Logical Disk)
PoollD = "PRIM_POOL"
AllocationUnits = "count"
VirtualQuantity = 4194304
Reservation = 4194304

Access = 3 (Read/Write Supported)
VirtualResourceBlockSize = 1024
HostResourceBlockSize = 1024

ResourceType = 31 (Logical Disk)
PoollD = "PRIM_POOL"
AllocationUnits = "count”
VirtualQuantity = 1

Reservation = 1

|Access = 3 (Read/write Supported)
VirtualResourceBlockSize = 1024
HostResourceBlockSize = 1024

Element-

I SDC (MAX)

| SDC (MIN)

| |

Capabilities

SDC (INC)

PRIM_POOL : ResourcePool

Component

EXTENT1 : StorageVolume

ResourceType = 31 (Logical Disk)
PoollD = "PRIM_POOL"

Capacity = 1073741824
Primordial = true

BlockSize = 1024

NumberOfBlocks = 536870912
ConsumableBlocks = 536870912

EXTENT2 : StorageVolume

Blocke: 1024

Reserved 4 1073741824
AllocationUnits = "byte*2"10"

Trmoratar=-troe

ResourceAllocationFromPool

Primordial = true

NumberOfBlocks = 536870912
ConsumableBlocks = 536870912

_8 DEFAULT : StorageAllocationSettingData (_O) RESERVE : StorageAllocationSettingData g SPECIAL ' StorageAllocationSdttingData
% ResourceType = 31 (Logical Disk) QE' ResourceType = 31 (Logical Disk) % ResourceType = 31 (Logical Digk)
o|| |PoollD ="PRIM_POOL" O|| [PoollD ="PRIM_POOL" O PoollD ="PRIM_POOL"
&5l| [AllocationUnits = "count" 5| [AllocationUnits = "count" L':':, AllogationUnits = "count"
% VirtualQuantity = 536870912 % VirtualQuantity = 268435456 o VirtualQuantity = 268435456
8|| [Reservation = 536870912 8|| |Reservation = 268435456 8§ Reservation = 268435456
<|| |Access = 3 (Read/Write Supported) <|| [Access = 3 (Read/Write Supported) < Access = 3 (Read/Write Supporfed)
S| | |VirtualResourceBlockSize = 1024 $|| [VirtualResourceBlockSize = 1024 § VirtualResourceBlockSize = 1034
g HostResourceBlockSize = 1024 g HostResourceBlockSize = 1024 g HostResourceBlockSize = 1024
] w w
ElementSettingData ElementSettingData ElementSkttingData
DEF_PQ®OL : ResourcePool RES_POOL : ResourcePool SPEC_POOL : ResourcePool
ResourceType = 31 (Logical Disk) ResourceType = 31 (Logical Disk) ResourceType = 31 (Logical Disk)
PoollD = "0EF_POOL" PoollD = "RES_POOL" PoollD = "SPEC_POOL"
Capacity = 36870912 Capacity = 268435456 Capacity = 268435456
Primordial § false Primordial = false Primordial = false
Reserved 4 134217728 Reserved =0 Reserved = 268435456
AllocationUpits = "byte*2410" AllocationUnits = "byte*2/10" AllocationUnits = "byte*2710"

Figure 33 — Instance diagram: Cancept of storage resource pool hierarchies

amount
re 33.
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PRIM_PPOL is subdivided into three ¢oncrete storage resource pools DEF_POOL, RES_POOL and
SPEC_HOOL, as follows:
e | The concrete storage resource pool DEF_POOL represents a subextent of 512 GB. An
of 128 GB is allocated out of that pool to support virtual disks that are not shown in Figu
e | The concrete storage resource pool RES_POOL represents a subextent of 256 GB. No
allocations forwirtual disks are drawn from this pool in the represented situation.
e | The concrete storage resource pool SPEC_POOL represents a subextent of 256 GB. T
complete capacity of SPEC_POOL is allocated to support virtual disks that are not shov
Figure 33.
10.1.3.6 Resource pool management

The profile described in this clause specializes the concept of resource pool management defined in
5.1.1.5 to the resource types 31 (Logical Disk), 32 (Storage Volume), 19 (Storage Extent), and 17 (Disk

Drive).

10.1.4 Resource allocation

The profile described in this clause specializes the concept of device resource allocation defined in
5.1.1.3 to the resource types 31 (Logical Disk), 32 (Storage Volume), 19 (Storage Extent), and 17 (Disk

Drive).
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10.1.4.1 General

Depending on the resource type the result of a resource allocation as seen by a virtual system is either a
virtual storage extent (including specializations such as a virtual disk or a virtual storage volume), or a
virtual disk drive. In addition, the allocation of a virtual disk or a virtual storage volume may cause the
allocation of a virtual disk drive as a side effect.

The representation of disk drives is optional. The profile described in this clause addresses three potential
scenarios:

1) The allocation of a storage extent without explicit representation of a disk drive

2) Tha oll o of o ctoraaa At dicledeis
TSI CTTve

viantaaat svnlicit rane niation of
e anoCatoOTT OG- StOTAg T CUATCT T VWit T CAPTICTIC T OO STTtatoTT T

o
oTra

An example is a virtual disk drive that is based on an image file stored in a host file."Theg disk
drive may be implicitly allocated along with the allocation of the storage extent.

3) | The allocation of a disk drive without modeling the allocation of a storage extent

An example is a disk drive that is owned by a host system and is pathed through to a virtual
system; in this case the media is volatile and cannot generally be modeled.

The prof]le described in this clause specifies the use of CIM_StorageAllocationSettingData class gnd the
CIM_ResgourceAllocationSettingData class such that all of these scenari¢s)are covered.

For example, Figure 34 on page 228 shows a situation like in case 2) above. In this example the
allocatiop of a logical disk to a virtual system causes the implicit allecation of a disk drive. Note that no
separatg RASD instance is required for allocation of the disk drive. Instead the implementation implicitly
allocateq the disk drive as part of the allocation of the logical disk and represents the disk drive by an
instance|of the CIM_DiskDrive class. The CIM_DiskDriveiinstance is associated to the instance of the
CIM_LogicalDisk class representing the allocated logical disk by an instance of the CIM_MediaPresent
associatjon.

10.1.4.2 Storage resource allocations backed by files

In the eample shown in Figure 34 the CIM, StorageAllocationSettingData instances directly referfto an
image filp through the value of the HostResource[ ] array property. In this example the value is fojmatted
as a UR| that encodes the file name. Fhe value of the PoollD property refers to a resource pool that in
this example represents a source forhost files.

Implementations have various'choices how to establish the relationship between host files and viftual
disks, such as for example;

¢ | Referring to preallocated files in the host environment

. Creation.files as a side effect

resourceg pgolsuch for file-based logical disks. Allocations out of that resource pool are based on[host
files.

An exaniple of the latter case is depicted in Figure 34. In this case the implementation establisheT a

In this example the initial allocation of these host files is controlled by an implementation dependent rule
that constructs the file location from several parts:

e aroot path (such as for example "/var/vmfiles")

e avirtual system specific subpath (such as for example "vm1/disks" for a virtual system named
"vm1"), and

e adisk specific file name (such as for example "imagedisk25.dsk").

228
© ISO/IEC 2014 - All rights reserved


https://iecnorm.com/api/?name=c6179886aed84d232a428ce3db6acc42

ISO/IEC 19099:2014(E)
INCITS 483-2012

The concatenation of the parts yields "/var/vmfiles/vm1/disks/imagedisk25.dsk". Note that such rules are
highly implementation dependent. The model defined in the profile described in this clause facilitates the
representation of rule-based assignment through the means of resource pools, but it does not specify
elements that explicitly convey information about the rules themselves.

The profile described in this clause does not require implementations to expose information about
resource availability or resource consumption in context of resource pools. For example, in Figure 34 in
the CIM_ResourcePool instance FILEDISK _POOL the value of the Capacity property is NULL, indicating
that the capacity of the resource pool is unknown to the implementation. Similarly, the value of the
Reserved property is NULL, indicating that the amount of consumed resource is unknown to the
implementation. It is expected that many implementations WI|| be unaware of the amount of resource
availablg
such as ptorage subsystems and network attached storage. In these situations the only purpaose ¢f the
resourceg pool is to represent a particular source for resource allocations without requiring an
implemeptation to have knowledge about resource capacity or consumption. A management clierjt would
have to ¢ontact the management interface of the external units in order to access respective information.

The exaple shown in Figure 34 also shows a representation of thin provisioningrof-a file-based Ipgical
disk. Thip is indicated by the value of the Limit property being defined and higher,than the value of the
Reservation property. In this example the value of the Reservation property fequests an initial file|size of
33554432 blocks (16 GB) up to a maximum file size of 134217728 blocks«64 GB) as expressed by the
value of the Limit property; in both cases a block size of 512 applies as’expressed by the value of the
HostResourceBlockSize property. Opposed to that the disk size as seen by the virtual system (th
consumeér) remains constant at 64 GB; this is expressed by the value of the VirtualQuantity propetty,
16777216 blocks with a block size of 4096 as expressed by the.value of the VirtualResourceBlockSize
property| As the consuming virtual system starts writing data’onto the virtual disk, for each logical|4-KB
block of yirtual disk a respective set of eight 512-KB blocks.is allocated within the file. As soon as|the
amount ¢f data to back the logical disk exceeds the initially requested file size (as expressed by the value
of the Rgservation property) the file starts growing beyond the initially assigned file size up to the size
expressgd by the value of the Limit property, such‘that finally when all blocks were at least once written
by the viftual system the amount of storage provided equals the amount of storage consumed.

storage that is identical to that expressed.by the value of the VirtualQuantity property. This implie$ that
the file npay grow until the complete virtual disk is backed with respective file data blocks. Howevar,
implemeptations may support placing-restrictions on the file size; for example this may be the casg in
situationp where a specific usage pattern such as a sparsely used disks is expected by the consumer. In
this casgq if the upper file size as expressed by the value of the Limit property is reached, the conqumer
would reeive a respectiveerror indication.

Note th:{ in the example shown in Figure 34 the value of the Limit property expressed an amount|of

Another concept appliéd in the example shown in Figure 34 is the remapping of blocks. In this example
the blocK size at the providing host side is 512 (the value of the HostResourceBlockSize property), while
the blocK size at the ‘consuming virtual system side is 4096 (the value of the VirtualResourceBlockSize
property).
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SettingsDefineState 7

V81 : ComputerSystem ;

VS1STAT : VirtualSystemSettingData

/

ElementSettingData 7

VS1DEF : VirtualSystemSettingData

VirtualSystemSettingDataComponent

SXRE

: StorageAllocationSettingData

ResourceType = 31 (Logical Disk)
ResourceSubtype =
"DMTF:generic:virtualblockdevice"

- |PoollD = "FILEDISK_POOL"

ConsumerVisibility = 3 (Virtualized)

AllocationUnits = "count”
VirtualResourceBlockSize = 4096

HostResource[ ] = { "FILE:///img25.dsk" }

system representation

‘state”

virtual system configuration

defingd” virtual system configuration

VirtualQuantity = 16777216
VirtualQuantityUnits = "count"
Access = 3 (Read/Write Supported)
HostResourceBlockSize = 512
Reservation = 33554432

Limit = 134217728
HostExtentStartingAddress = NULL
Connection[ ] =(NULL

Address = "/dey/sda1"
MappingBéhavior = 5 (Hard Affinity)

resouree allocation request

O O O

ather resource allocation requests

before resource allocation

after resource allocation

SettingsDefineState

V1 : ComputerSystem Y
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ElementSettingData

A

\

VS1STAT : VirtualSystemSettingData

Ao

VirtualSystemSettingDataComponent

\

\
\
\

VS1DEF : VirtualSystemSettingData

VirtualSystemSettingDataComponen|

host system representation

O O O

Host Resources

This profile does not require the CIM representation of the
aggregation of host resources. Thus an implementation may
use a CIM_ResourcePool instance to only represent an
allocation mechanism or an allocation source - such as the
one shown here represents an allocation source for disk files.

i
|
|
|
i
T
|
|
|
|
|
|
|
|
|
|
|
|
|
|
}

disk file allocation source

. \
SystemDevice - - - -
SRS \ SXSTAT : StorageAllocationSettingData | XREQ : StorageAllocationSettingDt:
\ ResourceType = 31 (Lagical Disk) ResourceType = 31 (Logical Disk)
DISK : LogicalDisk \ ResourceSubtype = Reg?vll{ll'_cFeSubtype _=rt biockdevi
P "DMTF:generigavirtualblockdevice" ! :generic:virtualblockdevice"

u isézgsrgf;'f;tr'ﬁ:) ~—|PoollD = "FILEDISK_POOL" ~|PoolD = "FILEDISK_POOL"
BlockSize = 4096 \ ConsumerVisibility = 3 (Virtualized) ConsumerVisibility = 3 (Virtualized)
NumberOfBlocks = 16777216 HostResolrte[ | = { "FILE://img25.dsk" )-l HostResource[ ] = { "FILE:///img25.dsK" }m- —
Primordial = false Allocatiéntnits = "count" \ AllocationUnits = "count
Name = "/dev/sdal" VirtualResourceBlockSize = 4096 | VirtualResourceBlockSize = 4096

_ = ) \ViftualQuantity = 16777216 VirtualQuantity = 16777216
mamezormat =12 £O83 ggvll:;:e N’\?me) VirtualQuantityUnits = "count" : VirtualQuantityUnits = "count”
ameNamespace = 8 ( ev.N.sp.) Access = 3 (Read/Write Supported) 1 Access = 3 (Read/Write Supported)
jesauEs MediaPresent HostResourceBlockSize = 512 1 HostResourceBlockSize = 512
[EEleSenaton Reservation = 33554432 : Reservation = 33554432
Limit = 134217728 Limit = 134217728
i DRIVE : DiskDrive HostExtentStartingAddress = NULL : HostExte_zntStartingAddress =NULL
Connection[ ] = NULL | Connection[ ] = NULL
Address = "/dev/sda1" | Address = "/dev/sda1"
HostedDependency MappingBehavior = 5 (Hard Affinity) ) MappingBehavior = 5 (Hard Affinity)
resource allocation | resource allocation request
rrrrrrrrrr o) —— O O O o —
. Other Virtwal Reésources other resource allocations : other resource allocation requests
irtual system refggSentation e “state” virtual system configuration i “defined” virtual system configuration
ElementAllocatedFromPool -~ ‘ i
HostedResourcePool \ Re rceAllocationFromPool ]
H : System FILEDISK_POOL : ResourcePool This profile does not require the CIM representation of files.
ResourceType = 31 (Logical Disk) An implementation may represent files by instances of the
PoollD = "FILEDISK_POOL" CIM_File class, but likewise - as shown here - may refer to
Capacity = NULL fifes oSy theFiteoRformmat:
No host storage resources Primordial = TRUE ) p
represented Reserved = NULL T'“I , PR
AllocationUnits = "byte Lrepresents img25.dsk === I

Figure 34 — Instance diagram: Concept of storage resource allocation
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10.1.4.3 Resource allocation request

The resource requirements of a virtual system are represented by the "defined" virtual system
configuration. (See the Virtual System Profile described in clause 12.) In a "defined" virtual system
configuration disk drive resource allocation requests are represented by
CIM_ResourceAllocationSettingData instances, and storage resource allocation requests are represented
by CIM_StorageAllocationSettingData instances.

An example of the CIM representation of a storage resource allocation request is shown in the upper right
part of Figure 34.

10.1.4.4 Resoeturee-alecation

As a virtpial system is activated (instantiated), resources are allocated as requested by resourcCe dllocation
requestgin the "defined" virtual system definition. The actual resource allocations for a virtual’sysfem are
represer|ted by the "state" virtual system configuration. (See the Virtual System Profile-described jn
clause 1P.) In a "state" virtual system configuration disk drive resource allocations are\representefl by
CIM_ResgourceAllocationSettingData instances, and storage resource allocations,are represented by
CIM_StdrageAllocationSettingData instances.

NOTE |Storage resource allocation requests and storage resource allocations may<directly reference pergistent

host resoprces — such as for example host storage extents or host files — through,the value of the HostRegource] ]
array property. These host resources persistently exist independent of their usé-as’the base for virtual disks.
However,|there are situations where such host resources are unavailable at.resource allocation time. For example,

the file system that contains the file referenced by a storage resource allogation request might not be mount¢d, or a
file might|pe in use by another consumer such as the host system itself.or another virtual system. In these sifuations
the resoufce allocation would fail at resource allocation time.

An exaniple of the CIM representation of a storage resource allocation is shown in the center par{ of
Figure 34.

10.1.4.5 Virtual disk

A virtual|disk is the instantiation of resources allocated from a storage resource pool that is exposed to a
virtual system through a logical device; it is'the result of a storage resource allocation based on a|storage
resourcq allocation request.

Virtual disks may be virtualized ormay be passed-through host storage resources.

An exaniple of the CIM representation of a virtualized virtual disk as the result of a storage resource
allocatiof is shown on the lefi'side in the central part of Figure 34.

10.1.4.6 Virtual disk-drive

A virtual|disk drive is'the instantiation of resources allocated from a resource pool that is exposed|to a
virtual system-through a logical disk drive device; it is either the explicit result of a disk drive resoyrce
allocatioph based on a disk drive resource allocation request, or it is the implicit result of a storage
resourcq allocation based on a storage resource allocation request.

Virtual disk drives may be virtualized or may be passed-through host disk drives. A virtual disk drive is
represented by an instance of the CIM_DiskDrive class as part of the virtual system representation.

An example of the CIM representation of a virtual disk drive as the implicit result of a storage resource
allocation is shown on the left side in the central part of Figure 34. In this case the virtual disk drive is
implicitly allocated as a side effect of a storage resource allocation.
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10.1.4.7

In the sc

Storage virtualization

ope of the profile described in this clause, virtualization of storage is modeled through

subdivision: Non overlapping sub-extents of a larger host storage extent may be assigned to different
virtual systems. This allows subdividing a host storage extent for the use of a number of virtual systems.

10.1.4.8

Dedicated host storage

A dedicated storage extent is a storage extent owned or accessible by the host system that is exclusively
reserved for support of a particular virtual disk of a particular virtual system.

10.1.4.9

Some ty
emulatin
a virtual
impleme|
Storage

N Lt ] + + ad £ a+lit
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bes of virtual storage support extended configuration capabilities. For example virtual SC
g physical SCSI disks may be grouped on virtual SCSI buses such that access is‘channe
SCSI initiator port to a virtual SCSI target port, and from there to a target virtual-bLUN. An
htation may opt to represent ports and LUNs as modeled by respective profiles’from SNI
Management Technical Specification, such as the Generic Initiator Ports)profile or the Gg

Target P
are bass

10.1.4.1

Impleme
SNIA SN
Devices

orts profile described in SNIA SMIS Part 2 Common Profiles book, or more specific profil
d on these.

D) Management of host storage resources through SMI-Sprefiles

ntation of the profile described in this clause may optionally\implement profiles defined in|
II-S Storage Management Technical Specification, such.as the SNIA SMIS: Part 3 Block
Block Services package or the Extent Composition.subprofile for the management of ho

storage

esources. An example of such a situation is depicted in Figure 35.
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SettingsDefineState ElementSettingData
VS : ComputerSystem VSSTAT : VirtualSystemSettingData VSDEF : VirtualSystemSettingData
N Ny Ny : i i : i i
VSDISK : LogicalDisk VSDSTAT : StorageAllocationSettingData VSDREQ : StorageAllocationSettingData
— ResourceType = 31 (Logical Disk) ResourceType = 31 (Logical Disk)
giaegg:g'?\i}mg)_ NULL ResourceSubtype = "DMTF:generic:scsi" ResourceSubtype = "DMTF:generic:scsi"
BlockSize = 4096 PoollD ="SVPCPOOL" PoollD = "SVPCPOOL"
NumberOfBlocks = 262144000 ConsumerVisibility = 2 (Passed-Through) ConsumerVisibility = 2 (Passed-Through)
Primordial = false HostResource[ ] = { "URI(VOLID)" } m — —|4 HostResource[ ] = { "URI(VOLID)" }m- — 4
Name = "SCSI0 1" AllocationUnits = NULL | AllocationUnits = NULL |
NameFormat = i2 (OS Dev. Name) 1] VirtualResourceBlockSize = NULL | VirtualResourceBlockSize = NULL |
Namoll & 12 (08 Dov Al eo VirtualQuantity = NULL | VirtualQuantity = NULL |
= - VirtualQuantityOnits = NULL u VirtualQuantityOnits = NU |
Access = 3 (Read/Write Supported) : Access = 3 (Read(Write Supportgd) |
HostResourceBlockSize = NULL | HostResourceBlockSize =INULL |
ElementAllo- Reservation = NULL | Reservation = NULL :
catedEromkzool Limit = NULL | Limit = NULL i
HostExtentStartingAddress = NULL | HostExtentStartingAddréss = NURL |
Connection[ ] = NULL | Connection[ ] =NULL |
Address = "0.7.0.0.0" | Address = 70:7:0.0.0" |
MappingBehavior = 5 (Hard Affinity) : MappingBehavior = 5 (Hard Affinify) |
|
rtual system representation “state” virtual system configuration | “defined” virtyal"system configuration |
I 1
’7 | 1
I | h
SVPCPOOL : ResourcePool ResourceAllocationFromPool | |
ResourceType = 31 (Logical Disk) : |
PoollD = "SVPCPOOL" | :
Capacity = 262144000 |
- o Jo] D Y
Primordial = true Component \ HostedDependenc, :
Reserved = 262144000 I |
AllocationUnits = "byte*4096" | |
HostedResourcePool : |
|
VSMS : VirtualSystemManagementService DMTE / SVPC | |
(See "System Virtualization" profile) J |
EstedService A VOLID : StorageVolume S
Host - Svat SystemDevice BlockSize = 4096
1 Host : system —
L Siowslem M — . To — — — |NumberOfBlocks = 262144000 S
- Name = "3600a0b80000b174b000000d63efc5c8c"
Block Services [NameFormat = 9 (NAA)
\ NameNamespace = 2 (VPD83Type3)
HostedService
SNIA / SMI-S
SCS : StorageConfigurationService BasedOn ]
(See SMI-S "Block Services" package) LVOL : StorageExtent Hxtent
Compdsition
HostedResourcePool
BasedOn
AllocatedFromStoragePool ‘
PARTEX1 : StorageExtent PARTEX?2 : Storagelfxtent
BasedOn BaseqOn
ElementCapabilities | '
— NCPOOL : StoragePool CONCCAP : StorageCapabilities CONCEX1 : StorageExtent CONCEX2 : StorageFxtent
Q CETTERE ‘ | BasedOn ‘ BasegIOn
~—— PRIMPOOL : StoragePool PRIMCAP : StorageCapabilities PRIMEX1 : StorageExtent PRIMEX2 : StorageExtent
Q ElementCapabilities
Component
host system representation
Figure 35 — Cooperation of DMTF SVPC and SNIA SMI-S profiles
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The profile described in this clause (along with other system virtualization related profiles, such as the

System Virtualization Profile described in clause 6) governs the allocation of storage resources to

virtual

systems. SMI-S profiles govern the allocation of host storage resources. The boundary between the
model defined in the profile described in this clause and the models defined in SNIA SMIS is defined by

CIM_StorageVolume instances such as VOLID in Figure 35. The configuration of these instances

into the

host environment may be represented and managed by means of SNIA SMIS, the configuration of virtual
disks based on passed-through host disks is represented and managed by means of the profile described

in this clause in coordination with other profiles of the SVPC suite of profiles. However, the use of

SMI-S

is optional in the context of the profile described in this clause; respective host resources may just as well
be just discovered within the hosting environment by the implementation of the profile described in this

clause.

The upper part of Figure 35 shows the configuration of an instantiated virtual system represented
CIM_CofnputerSystem instance VS1, with a logical disk represented by the CIM_LogicalDiskjinst
VSDISK] The logical disk is based on a passed-through host disk that is represented by-the
CIM_StdrageVolume instance VOLID. In this case the CIM_StorageAllocationSettingData instang
not requfred to contain size information because the value of the HostResource[ ] array paramete
identifieg VOLID that is of a given size.

The lowgr part of Figure 35 shows the configuration of VOLID as it might bepresented by an
implemeptation of the SNIA SMIS Part 3 Block Devices, Block Services package. Several layered
pools in cope of the host system enable the creation and management-of’block storage resourcq
implementation of the Extent Composition subprofile on the right side enables the representation
cascadefl combinations and / or subdivisions of storage extents.

Note that all aspects managed through SNIA SMIS profiles address the representation and mana
of host sforage capacity and host storage elements. Opposed to that the main functionality specif]
the profile described in this clause is the allocation andmahagement of host resources in support
virtual stprage resources such as virtual disks. In othes words, the implementation of profiles from
SMIS in pombination with an implementation of the profile described in this clause is supplementd
respect fo the representation and management of\host storage resources, but not with respect to
allocatiop and management of virtual storage ré€sources.

The advantage resulting from implementing profiles from SNIA SMIS along with implementing the

This subglause pfovides normative requirements related to the arrangement of instances and pro
of instangces forimplementations of the profile described in this clause.

by the
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in this clause is that the implementation of profiles from SNIA SMIS enable a more grafular
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10.2.1 LCodmmon requirements

The CIM Schema descriptions for any referenced element and its sub-elements apply.

In references to properties of CIM classes that enumerate values the numeric value is normative and the
descriptive text following it in parentheses is informative. For example, in the statement "The value of the
ConsumerVisibility property shall be 3 (Virtualized)", the value "3" is normative text and "(Virtualized)" is

informative text.

Implementations of the profile described in this clause shall expose an instance of the

CIM_RegisteredProfile class as adapted in 8.5.9 in the Interop hamespace. That instance shall be
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associated with the CIM_RegisteredProfile instance representing the implementation of the scoping
profile through an instance of the CIM_ReferencedProfile association as adapted in 10.5.10. Additional
instance requirements specified in DSP1033 may apply.

10.2.2 Resource types

This subclause specifies the resource types that are addressed by the profile described in this clause.
10.2.2.1  General
The profile described in this clause may be implemented for the allocation of two principal resource types:

Storage pxtentsordiskdrivesNotethattogicat tisksand-storage votumes-are speciatizations of storage
extents.

10.2.2.2 Logical disks, storage volumes and storage extents

This subflause provides definitions of the terms logical disk, storage volume and storage extent gs well
as their CIM representation as applied by the profile described in this clause. Thesg-definitions refine
those provided in the CIM schema definitions of the CIM_LogicalDisk class, the CIM_StorageVolyme
class anfl the CIM_StorageExtent class and adopt the consistent parts of respective definitions provided
in varioup places of SNIA SMIS for the purposes of the profile described in\this clause.

NOTE |The CIM schema definition of the CIM_LogicalDisk class, the CIM_<StorageVolume class and the
CIM_StorpgeExtent class as well as various subprofiles of SNIA SMIS present definitions of the terms logidal disk,
storage vplume and storage extent. The essence of these definitions is/that-a storage extent is an abstractiop of a
range of gtorage media, that a logical disk is a consumed storage extént-and that a storage volume is a storage
extent exposed for external use by consumers.

A storagp extent is a logically contiguous range of logical.blocks on some storage media that supports
storing and retrieving data. Storage extents shall be represented by CIM_StorageExtent instances, or by
instancep of subclasses of the CIM_StorageExtent«class if the stricter definitions below apply.

A logical|disk is a specialization of storage extent that is exposed by the virtualization platform to & virtual
system fpr directly consumption. Logical disks shall be represented by CIM_LogicalDisk instances.

A storagp volume is a specialization of.storage extent that is exposed by the host or by a virtual sjorage
array forlcomplete or partitioned use:by virtual systems. Storage volumes shall be represented by
CIM_StdrageVolume instances. This applies likewise to storage volumes exposed by the host or gxposed
by a virtyal storage array.

10.2.2.3 Disk drives

A disk difive is a media-access device; it provides the functionality to access some kind of media. Pisk
drives shall be represented by CIM_DiskDrive instances.

An implgmentation of the profile described in this clause for the allocation of storage extents may [allocate
disk drives‘as a side effect of the allocation of storage extents.

10.2.3 Host resources

This subclause specifies requirements for the representation of host resources.

10.2.3.1 Host storage volume
The representation of host storage volumes is conditional.

Condition: The profile described in this clause is implemented for one of the resource types 31 (Logical
Disk), 32 (Storage Volume), or 19 (Storage Extent), and the resource aggregation feature (see 10.2.5) is
implemented.
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Each host storage volume that is a component of a storage resource pool shall be represented by exactly
one CIM_StorageVolume instance as adapted in 10.5.15. The CIM_StorageVolume instance shall be
associated with the CIM_System instance that represents the host system through an instance of the
CIM_SystemDevice association, and with the CIM_ResourcePool instance representing the aggregating
resource pool through an instance of a subclass of the CIM_Component association as adapted in 10.5.1.

10.2.3.2 Host disk drives
The representation of host disk drives is conditional.

Condition: The profile described in this clause is implemented for the resource type 17 (Disk Drive), and

th wea-aaaracatbiconfaotira lcaa 10 2 EN 1o ol antad
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Each host disk drive volume that is a component of a storage resource pool shall be represented py
exactly gne CIM_DiskDrive instance as adapted in 10.5.2. The CIM_DiskDrive instance shallbe
associated with the CIM_System instance that represents the host system through an_ instance of|the
CIM_SystemDevice association, and with the CIM_ResourcePool instance representing the aggregating
resourceg pool through an instance of a subclass of the CIM_Component associatjon)as adapted in 10.5.1.

10.2.4 | Resource pools

This subplause adapts the CIM_ResourcePool class for the representation’of storage resource pgols and
for disk drive resource pool.

10.2.4.1 General

Implemeintations of the profile described in this clause for one of the resource types 31 (Logical Djsk),

32 (Storage Volume) or 19 (Storage Extent) may chose toimplement the CIM_StoragePool class|(which
is a subglass of the CIM_ResourcePool class) in place, of the CIM_ResourcePool class. The prov|sions in
this subglause apply likewise to implementations ofithe’ CIM_ResourcePool class itself, or to
implementations of the CIM_StoragePool class if that is implemented instead of the CIM_Resour¢ePool
class. The profile described in this clause doesnot adapt properties defined by the CIM_StorageRool
class.

NOTE |The SNIA SMIS Part 3 Block Devices; Block Services package may be implemented for the management
of host stprage resources; see 10.1.4.10. Note that the adaptation of the CIM_StoragePool class in the SNIA SMIS
Part 3 Blqck Devices, Block Services package imposes much stricter implementation requirements for the
CIM_StorpgePool class than the profile-described in this clause.

10.2.4.2 ResourceTypg property

The value of the ResourceType property shall denote the type of resources that are provided by the
resource pool, as follows:

e | For resource pools supporting only the allocation of logical disks the value of the ResoufceType
property shall be 31 (Logical Disk).

° For resource pools supporting only the allocation of storage volumes the value of the
ResourceType property shall be 32 (Storage Volume).

e  Forresource pools supporting the allocation of basic storage extents, logical disks or storage
volumes the value of the ResourceType property shall be 19 (Storage Extent).

NOTE  See 10.2.2.2 for a definition of logical disk, storage volume and storage extent.

e  Forresource pools supporting the allocation of disk drives the value of the ResourceType
property shall be 17 (Disk Drive).
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10.2.4.3 ResourceSubType property
The implementation of the ResourceSubType property is optional.
If the ResourceSubType property is implemented, the provisions in this subclause apply.

The value of the ResourceSubType property shall designate a resource subtype. The format of the value
shall be as follows: "<org-id>:<org-specific>". The <org-id> part shall identify the organization that defined
the resource subtype value; the <org-specific> part shall uniquely identify a resource subtype within the
set of subtype defined by the respective organization.

EXPERIMENTAL NOTE: The following content is experimental.

An implgmentation may use the predefined values in Table 147. However implementations ane ngt bound
to apply fhese values; instead, implementation may apply other vendor defined values.

Table 147 — Predefined ResourceSubType values (EXPERIMENTAL)

ResourgeSubType value Description
"DMTFgeneric:scsi" Storage device that appears as SCSI device {0 thé guest operating slystem
"DMTFgeneric:ide" Storage device that appears as IDE deviceo the guest operating system

"DMTFgeneric:virtualblockdevice" | Storage device that appears as generie¢ block device to the guest opgrating
system.
NOTE: This definition of block dévice is system virtualization specificj it
does not imply properties of block devices as defined in SNIA SMIS Part 3
Block Devices, Block Services.

"DMTF{bm:z:3380" Storage device that appears as IBM 3380 device to the guest operating
system

"DMTF§ibm:z:3390" Storage device that appears as IBM 3390 device to the guest operating
system

"DMTFjbm:z:9336" Storage device that appears as IBM 9336 device to the guest operating
system

"DMTFjfbm:z:FB-512" Storage device that appears as IBM FB-512 device to the guest opetrating
system

"DMTF xen:vbd" Storage device that appears as Xen virtual block device to the guest

operating system

The implementation sheuld apply the mechanisms defined in the Allocation Capabilities Profile (described
in clausg 7) to expose'the resource subtypes that are supported by the implementation.

10.2.4.4 Primordial property

The value-of the Primordial property shall be TRUE in any instance of the CIM_ResourcePool clags that
represen ) /
instance of the CIM_ResourcePool class representing a concrete resource pool.

NOTE  See 10.1.3.3 and 10.1.3.4 for definitions of primordial and concrete resource pools.
10.2.4.5 PoollD property

The value of the PoollD property shall enable unique identification of the CIM_ResourcePool instance
within the scoping host system.
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Reserved property

The implementation of the Reserved property is optional.

If the Reserved property is implemented, its value shall denote the amount of resource that is actually
allocated from the resource pool, as follows:

NOTE

The spe
of resou

10.2.4.7
The imp
Conditio
If the Ca

be allocated from the resource pool, as follows:

NOTE

The spe
capacity

10.2.4.8

The valu
allocatio

If the value of the ResourceType property is any of 31 (Logical Disk), 32 (Storage Volume) or
19 (Storage Extent), the value of the Reserved property shall reflect the amount of storage that
is allocated from the resource pool, in units as specified by the value of the AllocationUnits

property (see 10.2.4.8).

Hthevatoeof the Rcbuuu.,cTypc plupcﬁy is—7 (Dib'r\ Dlivc), thevatoeof the Reserved
shall reflect the number of drives that is allocated from the resource pool.

For the resource type 17 (Disk Drive), the value of the AllocationUnits property is fixed to ‘count".

ce allocated from the pool. This may reflect a permanent or a temporary situation.
Capacity property

ementation of the Capacity property is conditional.

n: The resource aggregation feature is implemented; see 10.2:5.

pacity property is implemented, its value shall reflect the’/maximum amount of resource th

If the value of the ResourceType property is any-of 31 (Logical Disk), 32 (Storage Volun
19 (Storage Extent), the value of the Capacity‘property shall reflect the maximum amou
storage that can be allocated from the respurce pool, in units as specified by the value ¢
AllocationUnits property.

If the value of the ResourceType property is 17 (Disk Drive), the value of the Capacity p
shall reflect the maximum number of disk drives that can be allocated from the resource

For the resource type 17 (Disk Drive), the value of the AllocationUnits property is fixed to "count".

Cial value NULL shall be ysed if the implementation does not have knowledge about the
represented by the pool. This may reflect a permanent or a temporary situation.

AllocationUnits/property

e of the AlloeationUnits property shall denote the unit of measurement that applies to res
s obtaineddfrom the resource pool:

If thewvalue of the ResourceType property is either 31 (Logical Disk), 32 (Storage Volun
(Sterage Extent), the value of the AllocationUnit property shall express the minimum blg

property

Cial value NULL shall be used if the implementation does not have knowledgelabout the amount

at can

ne) or
ht of
f the

roperty
pool.

esource

purce

e)or19
ck size

that is supported for the type of host storage extent represented by the resource pool. T

he value

NOTE

shall match "byte(“([0-O[ 1,210\ 091 1,2N )0, 115"

The regular expression specifies the basic unit "byte". In order to express a minimum block size th

e basic

unit "byte" may be refined with a factor. The factor may be expressed as a plain number (such as "byte*4096"), or
may be based on a power of either 2 (such as "byte*2410" (kibibyte)) or 10 (such as "byte*1073" (kilobyte)).

If the value of the ResourceType property is 17 (Disk Drive), the value of the AllocationUnits

property shall be "count".
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10.2.4.9 MaxConsumableResource property
The implementation of the MaxConsumableResource property is optional.

If the MaxConsumableResource property is implemented, its value shall reflect the maximum amount of
resource that is allocatable to consumers, in units as expressed by the value of the
ConsumedResourceUnit property (see 10.2.4.11).

NOTE  This property describes the consumer side of allocations, as opposed to the providing side that is described
by the Capacity property. This allows the representation of resource pools that support over-commitment. For
example, a resource pool of the type 31 (Logical Disk) might be able to support virtual disks with an added up virtual
quantity of 4 GB, and base that on a file system capacity of 2 GB.

10.2.4.10 CurrentlyConsumedResource property
The implementation of the CurrentlyConsumedResource property is optional.

If the CufrentlyConsumedResource property is implemented, its value shall reflect theiactually allpcated
amount ¢f resource to consumers, in units as expressed by the value of the ConsumedResourcelnit
property|(see 10.2.4.11).

10.2.4.11 ConsumedResourceUnit property
The implementation of the ConsumedResourceUnit property is conditional.

Conditiop: The MaxComsumableResource property (see 10.2.4.9) of the CurrentlyConsumedRegource
property|(see 10.2.4.10), or both, are implemented.

If the CufrentlyConsumedResource property is implemented,‘its value shall state the unit that apglies to
the valugs of the MaxComsumableResource property dnd’'the CurrentlyConsumedResource property; the
same rules as for the AllocationUnits property (see 10:2.4.8) apply.

10.2.4.12 Instance requirements

Each regqource pool shall be represented by a'CIM_ResourcePool instance; the provisions of 10..13
apply.

10.2.5 | Resource aggregation,feature

The implementation of the resqurce aggregation feature is conditional.

Conditiop: The resource (pool management feature is implemented; see 10.2.7.

Granulatlity: If implemented, the resource aggregation feature may be separately supported for egch
resourceg pool.

The preferred feature discovery mechanism is to resolve the CIM_Component association from the
CIM_ResoufeePool instance to CIM_ManagedElement instances representing aggregated resoufces of
the stor ' ' i e
feature is supported.

NOTE If the result set is empty, the feature may still be supported, but no resources are aggregated at that point
in time; however, if ever for a particular resource pool aggregated resources were exposed, then the feature is still
supported even if at a later point in time no resources are aggregated.
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10.2.6 Resource pool hierarchies feature
The implementation of the representation of resource pool hierarchies is optional.

Granularity: If implemented, the resource pool hierarchies feature may be separately supported for each
resource pool.

If the representation of resource pool hierarchies is implemented, any concrete resource pool shall be
represented through an instance of the CIM_ResourcePool class, where all of the following conditions
shall be met:

e  The value of the Primordial property shall be FALSE.

¢ | The instance shall be associated through an instance of CIM_ElementAllocatedFromPaol
association to the instance of the CIM_ResourcePool class that represents its parent'regource
pool.

NOTE |The SNIA SMIS Part 3 Block Devices, Block Services package requires the implementation of the
CIM_ConreteComponent association for the representation of the same relationship if the SNIA SMIS Part 3 Block

Devices, Extent Composition subprofile is implemented; in this case implementations of thexSNIA SMIS: Part 3 Block
Devices, Block Services package need to implement both associations.

¢ | The instance shall be associated through an instance of the CIM\ElémentSettingData
association to the instance of the CIM_ResourceAllocationSettingData class that represents the
amount of resource allocated from the parent pool.

The preferred feature discovery mechanism is to resolve the CIM, ElementAllocatedFromPool association
from a CIM_ResourcePool instance to other (parent or child).€IM_ ResourcePool instances. If the]
resulting|set of CIM_ResourcePool instances is not empty, thie feature is supported; otherwise, the
feature i$ not supported.

NOTE |If for example the Associators( ) intrinsic operatiof’js used to resolve the association, the Role parpmeter
or the RegultRole parameters may be used to distinguish the parent-to-child relationship from the child-to-pgrent
relationsHip.

10.2.7 | Resource pool management feature

The implementation of the resource pool-management feature is optional.

profile d¢scribed in this clause.does not specify specializations or extensions of resource pool

If implertEnted, the specifications'ofl'the Resource Allocation Profile described in clause 5 apply; fhe
ent beyond those-defined by the Resource Allocation Profile (see clause 5).

manage

10.2.8 | Resource allocation

This sublause details requirements for the representation of resource allocation information throyigh
CIM_ResgourceAllocationSettingData (RASD) instances or CIM_StorageAllocationSettingData (SASD)
instancep.

10.2.8.1 General

Implementations of the profile described in this clause shall implement the virtual resource allocation
pattern as defined in 5.2.2.

NOTE  The Resource Allocation Profile described in clause 5 specifies two alternatives for modeling resource
allocation: simple resource allocation and virtual resource allocation.
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The profile described in this clause adapts the CIM_StorageAllocationSettingData (SASD) class for
storage resource allocation and the CIM_ResourceAllocationSettingData class for disk drive resource
allocation.

10.2.8.2

Flavors of allocation data

Various flavors of allocation data describes are defined:

Resource allocation requests; for details see 10.1.4.3.

Resource allocations; for details see 10.1.4.4.

Sattinac-that dafina-tha canabiliticce-ormidtabilibv of manaaed-recources Tha Allocation
Ot g tHat e e tre-Copaome S Srrotadmty -Sr—ariage SurcCo— ettt

Capabilities Profile described in clause 7 specifies a capabilities model that cm)rmation
about the capabilities and the mutability of managed resources in terms of RASD jnstances.

o | Parameters in operations that define or modify any of the representations listed\above. [The
System Virtualization Profile (see clause 6) that specifies methods for the definition and
modification of virtual resources. These methods use RASD instances forthe parametefization
of resource-allocation-specific properties.

Table 148 lists acronyms that are used in subclauses of 10.2.8 in order to designate RASD or SASD
instancep that represent various flavors of allocation data.
Table|148 — Acronyms for RASD adapted for the representation of various flavors of allogation
data

Acronym Flavor

Q_RASp RASD adapted for the representation of disk*drive resource allocation requests

Q_SASp SASD adapted for the representation-ofstorage resource allocation requests

R_RASpP RASD adapted for the representation of disk drive resource allocations

R_SASp SASD adapted for the representation of storage resource allocations

C_RASD RASD adapted for the representation of settings that define capabilities of systems or djsk
drive resource pools,-orthat define the mutability of disk drive allocations or disk drive
allocation requests

C_SASp SASD adapted‘for the representation of settings that define capabilities of systems or sjorage
resource poals, or that define the mutability of storage resource allocations or storage
resourcelallocation requests

D_RASp RASD adapted for the representation of new disk drive resource allocation requests in nethod
parameter values

D_SASp SASD adapted for the representation of new storage resource allocation requests in mgthod
parameter values

M_RASD RASD adapted for the representation of modified disk drive resource allocations or disk| drive
resouurcie d“UbdtiUll IGL{UUD‘[ ;II IIIUtiIULj }JdldllthUl vaiucb

M_SASD SASD adapted for the representation of modified storage resource allocations or storage
resource allocation request in method parameter values

Subclauses of 10.2.8 detail implementation requirements for property values in RASD instances. In some
cases requirements only apply to a subset of the flavors listed in Table 148; this is marked in the text
through the use of respective acronyms.

241

© ISO/IEC 2014 - All rights reserved


https://iecnorm.com/api/?name=c6179886aed84d232a428ce3db6acc42

ISO/IEC 19099:2014(E)
INCITS 483-2012

10.2.8.3  CIM_ResourceAllocationSettingData properties

This subclause defines rules for values of properties in instances of the
CIM_ResourceAllocationSettingData (RASD) class representing disk drive allocation information.

10.2.8.3.1 ResourceType property

The value of the ResourceType property in RASD instances representing disk drive allocation information
shall be set to 17 (Disk Drive) for disk drive allocation data.

Other values shall not be used.

10.2.8.3)2 ResourceSubType property
The implementation of the ResourceSubType property is optional.

If the ReourceSubType property is implemented, the provisions defined for the ResourceSubType
property|of the CIM_ResourcePool class; see 10.2.4.2.

10.2.8.3]3 PoollD property

The valde of the PoollD property shall identify the resource pool. The specialvalue NULL shall inglicate
the use ¢f the host system’s default resource pool for the selected resource type.

10.2.8.3/4 ConsumerVisibility property
The implementation of the ConsumerVisibility property is optianal.
If the CopsumerVisibility property is implemented, the provisions in this subclause apply.

The value of the ConsumerVisibility property shall denote either if a host resources is directly pasged
through fo the virtual system as a virtual resource,or. if the resource is virtualized. Values shall bd set as
follows:

¢ | Avalue of 2 (Passed-Through) shall denote that the host resource is passed-through.
e | Avalue of 3 (Virtualized) shall denote that the virtual resource is virtualized.

e | Onlyin instances of { Q _RASD | D_RASD | M_RASD }, the special value NULL shall bg used if
the represented resource-allocation request does not predefine which kind of consumervisibility
(passed-through or virtualized) is requested.

e | Other values shall.not be used.
10.2.8.3)5 HostResource[ ] array property
The implementation of the HostResource[ ] array property is conditional.

Conditiop: The‘HostResource[ ] array property shall be implemented if any of the following conditipns is
true: The value 2 (Passed-Through) is supported for the value of the ConsumerVisibility property.|or any
of the values 3 (Dedicated), 4 (Soft Affinity) or 5 (Hard Affinity) is supported for the MappingBehavior
property.

If the HostResource[ ] array property is implemented, the provisions in this subclause apply.

In the cases of { Q_RASD | C_RASD | D_RASD | M_RASD } the value of the HostResource[ ] array
property shall refer to the representation of one or more host resources that are configured to contribute
to the disk drive resource allocation. In the case of R_RASD the value of the HostResource[ ] array
property shall refer to a representation of the host resource that provides the disk drive resource
allocation.
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Elements of the value of the HostResource[ ] array property shall refer to instances of CIM classes, using
the WBEM URI format as specified by DSP0207. Referenced instances shall be of the
CIM_CDROMDirive class, the CIM_DiskDrive class, the CIM_DisketteDrive class, the CIM_DVDDrive
class or the CIMWORMDrive class.

10.2.8.3.6 AllocationUnits property

The value of the AllocationUnits property shall be "count".

NOTE  The units defined by value of the AllocationUnits property applies to the values of the Reserved and the
Limit property; it does not apply to the value of the VirtualQuantity property.

10.2.8.3[7 ViTtoaiQuantty property

The value of the VirtualQuantity property shall denote the number of virtual disk drives available tp a
virtual system through this resource allocation.

10.2.8.3]8 VirtualQuantityUnits property
EXPERIMENTAL NOTE: The following content is experimental.

The value of the VirtualQuantityUnits property shall be "count".

10.2.8.3)9 Reservation property

The implementation of the Reservation property is optional.

If the Repervation property is implemented, the provisions in_this subclause apply.

The value of the Reservation property shall denote the number of disk drives reserved through th
resourcd allocation to a virtual system.

[

10.2.8.3]10 Limit property
The implementation of the Limit property is optional.
If the Linpit property is implemented, the following rules apply:

The value of the Limit property shalkdehote the maximum number of disk drives available through this
resourcd allocation to a virtual system.

10.2.8.3]11 Weight property
The implementation of theAWeight property is optional.

If the Waight property-is implemented, its value shall denote the relative priority of a resource allogation in
relation fo otheresource allocations.

10.2.8.3]12, Parent property

The implementation of the Parent property is optional.
If the Parent property is implemented, the provisions in this subclause apply.

The value of the Parent property shall identify the parent entity of the resource allocation or resource
allocation request. The value of the Parent property shall be formatted with the WBEM URI format as
specified by DSP0207.

If an implementation implements the concept of disk snapshots where data stored on a delta disk only
contains information on top of that stored on a base disk, then the implementation should use the value of
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the Parent property in the RASD instance representing the storage resource allocation of the delta disk to
refer to the RASD instance representing the storage resource allocation of the base disk.

10.2.8.3.13 Connection[ ] array property
The implementation of the Connection[ ] array property is optional.
If the Connection[ ] array property is implemented, the provisions in this subclause apply.

The value of the connection property may identify elements of the storage infrastructure such as initiator
ports and/or target ports. The WBEM URI format (see DSP0207) may be used to refer to a respective
CIM instance.

10.2.8.3]14  Address property
The implementation of the Address property is optional.
If the Adfiress property is implemented, the provisions in this subclause apply.

The value of the Address property shall expose the address of the allocated resqurce as seen by the
software|running in the virtual system (usually a guest operating system).

10.2.8.3]15 MappingBehavior property
The implementation of the MappingBehavior property is optional.

If the MgppingBehavior property is implemented, its value shall*denote how host resources referenced by
elements in the value of HostResource[ ] array property relate to the resource allocation.

In R_RAISD instances the following rules apply to the value of the MappingBehavior property:

e | Avalue of 2 (Dedicated) shall indicate thatthe represented resource allocation is provided by
host resources that are exclusively dedicated to the virtual system. The host resources ghall be
identified by the value of the HostResource[ ] array property.

¢ | Avalue of 3 (Soft Affinity) or 4 (iHard Affinity) shall indicate that the represented resource
allocation is provided by host resources. The host resources shall be identified by the value of
the HostResource[ ] array. property.

. Other values shall not be-tised.

In Q_RASD instances the follewing rules apply to the value of the MappingBehavior property:

e | The special value NULL shall indicate that the resource allocation request does not reqtiire
specific hostresources.

o | Avalue.of 2 (Dedicated) shall indicate that the resource allocation request shall be provjded by
exclusively dedicated host resources as specified through the value of the HostResourge] ]
array’property.

e ~AValue of 3 (Soft Affinity) shall indicate that the resource allocation request shalt preterably be
provided by host resources as specified through the value of the HostResource[ ] array
property, but that other host resources may be used if the requested host resources are not
available.

e Avalue of 4 (Hard Affinity) shall indicate that the resource allocation request shall be provided
by host resources as specified through the value of the HostResource[ ] array property and that
other resources shall not be used if the requested host resources are not available.

. Other values shall not be used.
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10.2.8.4  CIM_StorageAllocationSettingData properties

This subclause defines rules for values of properties in instances of the
CIM_StorageAllocationSettingData (SASD) class.

NOTE  If the rules for a particular property are the same as those defined for the respective property of the
CIM_ResourceAllocationSettingData (RASD) class, the respective subclause of 10.2.8.3 is referenced.

10.2.8.4.1 ResourceType property

The value of the ResourceType property shall be set as follows:

. 31 (Logical Disk) for logical disk allocation data

e | 32 (Storage Volume) for storage volume allocation data
o | 19 (Storage Extent) for storage extent allocation data

NOTE |See 10.2.2.2 for a definition of logical disk, storage volume and storage extent.
10.2.8.4)2 ResourceSubtype property

See 10.2.8.3.2.

10.2.8.4)3 PoollD property

See 10.2.8.3.3.

10.2.8.4)4 ConsumerVisibility property

See 10.2.8.3.4.

10.2.8.45 HostResource array property

The implementation of the HostResource[ ] array:property is conditional.

Conditiop: The HostResource[ ] array property shall be implemented if any of the following conditions is
true: Thg value 2 (Passed-Through) is supported for the value of the ConsumerVisibility property,|or any
of the values 3 (Dedicated), 4 (Soft Affinity) or 5 (Hard Affinity) is supported for the MappingBehayior

property

If the HostResource[ ] array property is implemented, the provisions in this subclause apply.

In the cases of { Q_SASD |\C_SASD | D_SASD | M_SASD } the value of the HostResource[ ] array
property|shall refer to (the-representation of) one or more host resources that are configured to cgntribute
to the repource allocation. In the case of R_SASD the value of the HostResource[ ] array property shall

refer to (the representation of) the host resource that provides the storage resource allocation.

Values df elements of the HostResource[ ] array property may directly refer to files, using the URI|format
as specified’by IETF RFC1738 and file URL scheme as specified in IETF RFC3986.

If the file URI is not applied, elements of the value of the HostResource[ ] array property shall refer to
instances of CIM classes, using the WBEM URI format as specified by DSP0207. Referenced instances
shall be of the CIM_StorageExtent class or the CIM_LogicalFile class.

10.2.8.4.6 AllocationUnits property
The implementation of the AllocationUnits property is conditional.

Condition: The Reservation property (see 10.2.8.4.9) or the Limit property (see 10.2.8.4.10), or both are
implemented.
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The AllocationUnits property shall convey the unit applicable to the values of the Reservation and the
Limit property.

If the AllocationUnits property is implemented, the provisions in this subclause apply.

If the value of the BlockSize property is 1, the value of the AllocationUnits property shall be "byte",
indicating the that the values of the Reservation and of the Limit property are specified in bytes. If the
value of the BlockSize property is greater than 1, the value of the AllocationUnits property shall be
"count", indicating that the values of the Reservation and of the Limit property are specified in blocks, with
the blocksize conveyed through the value of the BlockSize property.

All flavors o as defined in 10
the sam¢ value for the AllocationUnits property.

NOTE The definitions in this subclause include SASD instances that describe mutability. In these instanceg the
mutabilitylis expressed by values of numerical properties such as the Reservation or the Limit property in unjts as
establish¢d by the value of the AllocationUnit property. If the mutability SASD instance represents-an incremient, this
would reflect a granularity for modifications of the numeric property values that is equal to or & multiple of the
allocationf unit.

pply

10.2.8.4)7 VirtualQuantity property

In the cases of { R_SASD | C_SASD | D_SASD | M_SASD } the value of the VirtualQuantity propgrty
shall denjote the amount of storage that is available to a virtual system through this resource allocption. In
the case|of Q_SASD the value of the VirtualQuantity property shall denote the amount of storagef(that is
requestgd for the virtual system unless the value of the HostResource[ ] array property contains gxactly
one element that refers to a specific host storage resource that implicitly determines the virtual digk size.
If a valug is provided, is shall be expressed in units as expréssed by the value of the VirtualQuan{ityUnit
property| see 10.2.8.4.8.

10.2.8.4]8 VirtualQuantityUnits property
EXPERIMENTAL NOTE: The following content is expetimental.

The VirtgalQuantityUnits property shall conveythe unit applicable to the value of the VirtualQuantity
property

If the value of the VirtualResourceBlockSize property is 1, the value of the VirtualQuantityUnits prpperty
shall be [byte", indicating the that(the value of the VirtualQuantity property is specified in bytes. If the
value of fhe VirtualBlockSize property is greater than 1, the value of the VirtualQuantityUnits property
shall be [count", indicating that:the value of the VirtualQuantity property is specified in blocks, with the
blocksiz¢ conveyed through-the value of the VirtualResourceBlockSize property.

10.2.8.4)9 Reservation property
The implemenation/of the Reservation property is optional.

If the Reperyation property is implemented, the provisions in this subclause apply.

The value of the Reservation property shall denote the amount of storage reserved through this resource
allocation to a virtual system in units as expressed by the value of the AllocationUnits property;
see 10.2.8.4.6.

10.2.8.4.10 Limit property
The implementation of the Limit property is optional.

If the Limit property is implemented, the provisions in this subclause apply.
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The value of the Limit property shall denote the maximum amount of storage available through the
represented resource allocation to a virtual system in units as expressed by the value of the
AllocationUnits property; see 10.2.8.4.6.

10.2.8.4.

11  Weight property

See 10.2.8.3.11.

10.2.8.4.

12  Parent property

See 10.2.8.3.12.

10.2.84
See 10.2
10.2.84
See 10.2
10.2.84
See 10.2
10.2.84

The valu
of a virtu
variable

10.2.8.4
The valu
10.2.8.4

The valu
a virtual
variable

10.2.8.4
The imp
If the Ho

The valu
referenc

13 Connection[ ] array property
.8.3.13.

14  Address property

.8.3.14.

15 MappingBehavior property
.8.3.15.

16  VirtualResourceBlockSize

e of the VirtualResourceBlockSize property shall dengte'the block size as seen by the cg
block size.

17 Access

e of the Access property shall denote thevaccess mode.

18 HostResourceBlockSize

e of the HostResourceBlockSize property shall denote the block size as seen by the con
storage that is based on theldescribed resource allocation. A value of 1 shall designate g
block size.

19 HostExtentStartingAddress
ementation ofithe“HostExtentStartingAddress property is optional.
5tExtentStattingAddress property is implemented, the provisions in this subclause apply.

e of the.HostExtentStartingAddress property shall denote the offset within the host storag
bddby-the value of the HostExtentName property. The offset marks the starting point of a

nsumer

al storage that is based on the described resource allocation. A value of 1 shall designat¢ a

sumer of

e extent

subspac

b within the referenced host Q’rnragp extent The size of the Quhcpar‘p is pxpnepd hy the

alue of

the Reserved property.

10.2.8.4.

The impl

20 HostExtentName

ementation of the HostExtentName property is optional.

If the HostExtentName property is implemented, the provisions in this subclause apply.

The value of the HostExtentName shall identify a host storage extent that serves as the base for the
described virtual storage allocation.
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10.2.8.4.21 HostExtentNameFormat

The implementation of the HostExtentNameFormat property is conditional.

Condition: The HostExtentName property (see 10.2.8.4.20) is implemented.

If the HostExtentNameFormat property is implemented, the provisions in this subclause apply.

The value of the HostExtentNameFormat shall designate the format used for the value of the
HostExtentName property.

10.2.8.4.22 OtherHostExtentNameFormat

The implementation of the HostExtentNameFormat property is conditional.

Conditiop: The HostExtentNameFormat property (see 10.2.8.4.21) is implemented, and the value
1 (Other) is supported.

If the OtherHostExtentNameFormat property is implemented, the provisions in this'subclause apply.

The value of the HostExtentNameFormat shall designate the format used forthe’value of the
HostExtgntName property, using a string representation. The value should\bestructured as follows:
<Organization>:<FormatSpecifier>. <Organization> shall uniquely identify the organization that d¢fined
the formgt. <FormatSpecifier> shall uniquely identify the format within\the set of formats defined Ry the

10.2.8.4)23 HostExtentNameNamespace

The implementation of the HostExtentNameNamespace preperty is conditional.
Conditiop: The HostExtentName property (see 10.2.84.20) is implemented.

If the HogtExtentNameNamespace property is implemented, the provisions in this subclause apply.

The value of the HostExtentNameNamespaece 'shall designate the namespace that applies to the yalue of
the HostExtentName property.

10.2.8.4]24 OtherHostExtentNameNamespace
The implementation of the OtherHostExtentNameNamespace property is conditional.

Conditiop: The HostExtentfNameNamespace property (see 10.2.8.4.23) is implemented, and the vyalue
1 (Other) is supported.

If the OtherHostExtertNameNamespace property is implemented, the provisions in this subclaus¢ apply.

The value of the-HostExtentNameNamespace shall designate the namespace used for the value pf the
HostExtgntName property, using a string representation. The value should be structured as follows:
<Organization>:<NamespaceSpecifier>. <Organization> shall uniquely identify the organization that
defined the format. <NamespaceSpecifier> shall uniquely identify the namespace within the set of
namespaces defined by the organization.

10.2.8.5 Instance requirements

This subclause details resource allocation related instance requirements.
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10.2.8.5.1 Representation of resource allocation requests

If the profile described in this clause is implemented for the allocation of storage extents (see 10.2.2),
each storage resource allocation request shall be represented by a Q_SASD instance; the provisions of
10.5.15 apply.

If the profile described in this clause is implemented for the allocation of disk drives (see 10.2.2), each
disk drive resource allocation request shall be represented by a Q_RASD instance; the provisions of
10.5.12 apply.

10.2.8.5.2 Representation of resource allocations

If the prdfile described in this clause is implemented for the allocation of storage extents (see 10.2.2),
each stofage resource allocation shall be represented by a R_SASD instance; the provisions'of 10.5.15

apply.

If the prdfile described in this clause is implemented for the allocation of disk drives (see¢ 10.2.2), each
disk drive resource allocation shall be represented by a R_RASD instance; the provisions of 10.5]12

apply.

The R_YASD (or R_RASD) instance shall be associated to the Q_SASD (or'Q” RASD) instance
represer|ting the corresponding resource allocation request (see 10.2.8.571) through an instance ¢f the
CIM_ElegmentSettingData association; the provisions of 0 apply.

The R_JASD (or R_RASD) instance shall be associated to the CIM)ResourcePool instance provjding
resourcgs for the allocation (see 10.2.4) through an instance of-the CIM_ResourceAllocationFromnPool
associat{on; the provisions of 0 apply.

Implemeintations may represent a resource allocation request and the corresponding resource allpcation
by one JASD (or RASD) instance; in this case the association requirements of this subclause apply
correspdndingly. Note that association instances that'refer to the R_SASD instance are only existent
while thg resource is allocated.

10.2.8.5)3 Representation of resource-allocation capabilities

The allogation capabilities of a systemor a resource pool shall be represented by an
CIM_AllgcationCapabilities instance that is associated to the CIM_System instance representing the

system gr to the CIM_ResourcePool instance representing the resource pool through an instance| of the
CIM_ElegmentCapabilities assaciation; see the Allocation Capabilities Profile described in clause 7.

The settings that define the.allocation capabilities of a storage resource pool shall be represented by
C_SASQ instances; the provisions of 10.5.15 apply.

The settings that défine the allocation capabilities of a disk drive resource pool shall be represented by
C_RASD instanees; the provisions of 10.5.12 apply.

10.2.8.5}4 Representation of resource allocation mutability

The mutability of a resource allocation or resource allocation request shall be represented by an
CIM_AllocationCapabilities instance that is associated to the RASD instance representing the resource
allocation of resource allocation request through an instance of the CIM_ElementCapabilities association;
see the Allocation Capabilities Profile described in clause 7.

The settings that define the allocation capabilities of a storage resource pool shall be represented by
C_SASD instances; the provisions of 10.5.15 apply.

The settings that define the allocation capabilities of a disk drive resource pool shall be represented by
C_RASD instances; the provisions of 10.5.12 apply.
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10.2.9 Virtual resources

This subclause specifies rules for the representation of virtual resources. Virtual resources are the result
of resource allocations. Virtual resources are scoped by virtual systems or by virtual storage arrays.
Virtual storage arrays are a special kind of virtual system that serve the purpose of providing storage to
other virtual systems.

10.2.9.1  Virtual resource instance requirements

An allocated virtual resource shall be represented by an instance of a subclass of the CIM_LogicalDevice
class, as follows:

. Virtual disks

The representation of virtual disks is governed by the type of virtual disk as defined\in 1D.2.2.2.

— An allocated virtual disk shall be represented by a CIM_StorageExtent instance if the value
of the ResourceType property in the CIM_StorageAllocationSettingData‘instance
representing the virtual disk allocation is 19 (Storage Extent). However, if the aIIocIted
virtual disk conforms to the stricter definitions of logical disk or storage volume (se
10.2.2.2), it may be represented by a CIM_LogicalDisk or a C{M-StorageVolume,
respectively.

— Aallocated virtual disk shall be represented by a CIM_StorageVolume instance if the value
of the ResourceType property in the CIM_StorageAllocationSettingData instance
representing the virtual disk allocation is 32 (Storage-Volume)

— A allocated virtual disk shall be represented by;a,CIM_LogicalDisk instance if the vpalue of
the ResourceType property in the CIM_StorageAllocationSettingData instance
representing the virtual disk allocation is31)(Logical Disk).

e | Virtual disk drives
A virtual disk drive shall be representedby an instance of the CIM_DiskDrive class
e | Virtual ports

If implemented, virtual initiator ports or virtual target ports shall be represented by instances of
the CIM_LogicalPort class

Each instance of a subclass of the*€IM_LogicalDevice class representing a virtual resource as ddfined in
this subdlause shall be associated as follows:

e | to the CIM_ComputerSystem instance that represents the virtual system through an insfance of
the CIM_SystemDevice association

o | to the SASD or RASD instance that represents the resource allocation through an instance of
the CIM_SettingsDefineState association

NOTE) If the resource allocation of a logical disk is a composed resource allocation, only the top-most
resource allocation yields a logical device. Consequently there may be SASD instances within a "gtate"
virtuat systermrconfiguration that do ot trave-acompamniom togicatdevice:

o tothe CIM_ResourcePool instance that represents the resource pool providing the resource
allocation through an instance of the CIM_ElementAllocatedFromPool association.

10.2.9.2 CIM_StorageExtent properties

This subclause defines constraints for property values in CIM_StorageExtent instances representing
virtual disks.
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10.2.9.2.1 BlockSize

The value of the BlockSize property shall be identical to the value of the VirtualResourceBlockSize
property in the SASD instance representing the related storage resource allocation (see 10.2.8.4.16).

10.2.9.2.2 NumberOfBlocks

The value of the NumberOfBlocks property shall be identical to the value of the VirtualQuantity property in
the SASD instance representing the related storage resource allocation (see 10.2.8.4.7).

10.2.9.2.3 Name

The value of the Name property shall expose the name of the storage extent as seen by the virtugl
system.

10.2.9.2}4 NameFormat

The value of the NameFormat property shall be 12 (OS Device Name).
10.2.9.2)5 NameNamespace

The value of the NameFormt property shall be 8 (OS Device Namespace).

10.3 Methods

This subglause details the requirements for supporting intrinsic.0perations and extrinsic methods for the
CIM elements defined by the profile described in this clause

10.3.1 | Profile conventions for operations

The implementation requirements on intrinsic operations for each profile class (including associatjons) are
specified in class-specific subclauses of this clause.

The defdult list of intrinsic operations for all.classes is:
o | Getlnstance()

e | Enumeratelnstances( )

e | EnumeratelnstanceNames( )

For clasges that are referenced by an association, the default list also includes
e | Associators()
e | AssociatorNames( )

o | References()

° Pnfnrnnnnl\lnmne( )

Implementation requirements on operations defined in the default list are provided in the class-specific
subclauses of this subclause.

The implementation requirements for intrinsic and extrinsic methods of classes listed in 8.5, but not
addressed by a separate subclause of this subclause, are specified by the "Methods" clauses of
respective base profiles, namely the Resource Allocation Profile described in clause 5 and the Allocation
Capabilities Profile described in clause 7. These profiles are specialized by the profile described in this
clause, and in these cases the profile described in this clause does not add method specifications beyond
those defined in its base profiles.
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10.3.2

CIM_DiskDrive for host disk drives

All intrinsic operations in the default list in 10.3.1 shall be implemented as specified by DSP0200. In
addition, the requirements of the CIM schema and other prerequisite specifications (including profiles)

apply.

10.3.3

CIM_DiskDrive for virtual disk drives

All intrinsic operations in the default list in 10.3.1 shall be implemented as specified by DSP0200. In
addition, the requirements of the CIM schema and other prerequisite specifications (including profiles)

apply.

10.3.4

All intring
addition,
apply.

10.3.5

All intring
addition,
apply.

10.3.6

All intring
addition,
apply.

10.3.7

All intring
addition,
apply.

10.3.8

All intring
addition,
apply.

10.3.9

All intring

addition

CIM_LogicalDisk for virtual disk drives

ic operations in the default list in 10.3.1 shall be implemented as specified by DSP0200.
the requirements of the CIM schema and other prerequisite specifications (incliding pro

CIM_ReferencedProfile

ic operations in the default list in 10.3.1 shall be implemented as-specified by DSP0200.
the requirements of the CIM schema and other prerequisite specifications (including pro

CIM_RegisteredProfile

ic operations in the default list in 10.3.1 shall be implemented as specified by DSP0200.
the requirements of the CIM schema and other prerequisite specifications (including pro

CIM_StorageAllocationSettingData for storage extent allocation informatic

ic operations in the default list in 10:3.1 shall be implemented as specified by DSP0200.
the requirements of the CIM schiema and other prerequisite specifications (including pro

CIM_StorageExtent for virtual disk

ic operations in the default list in 10.3.1 shall be implemented as specified by DSP0200.
the requirements of the CIM schema and other prerequisite specifications (including pro

CIM_SystemDevice for host storage volumes

ic/operations in the default list in 10.3.1 shall be implemented as specified by DSP0200.
the‘requirements of the CIM schema and other prerequisite specifications (including pro

In
iles)

In
iles)

In
iles)

n

In
iles)

n
iles)

n
iles)

apply.

10.3.10

CIM_SystemDevice for virtual resources

All intrinsic operations in the default list in 10.3.1 shall be implemented as specified by DSP0200. In
addition, the requirements of the CIM schema and other prerequisite specifications (including profiles)

apply.
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10.4 Use cases
This subclause contains informative text only.

The following use cases and object diagrams illustrate use of the profile described in this clause. They
are for informative purposes only and do not introduce behavioral requirements for implementations of the

profile.

10.4.1 Instance diagram

Figure 36 depicts the CIM representation of a host system with one storage resource pool and one virtual
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HOST : System

mDevi

I

SDC (MAX) -,
CAP : AllocationCapabilities

SDC (DEF)-_
SDC (INC) «
SDC (MIN)-,

ResourceType = 31 (Logical Disk)
RequestTypesSupported = 3 (General)

SharingMode = 3 (Shared)
SupportedAddStates[] = {

SupportedRemoveStates[] = {
2 (Enabled), 3 (Disabled) }

STOR_POOL : ResourcePool

‘m
(9}

PoollD = "STOR_POOL"
Capacity = 2147483648
Primordial = TRUE
Reserved = 268435456
AllocationUnits = "count"

2 (Enabled), 3 (Disabled) } b

CAP_DEF : StorageAllocationSettingData

CAP_INC : StorageAllocationSettingData

ResourceType = 31 (Logical Disk)
ResourceSubtype = "DMTF:BlockDevice"
PoollD ="STOR_POOL"
ConsumerVisibility = 2 (Virtualized)
HostResource[ ] = NULL
AllocationUnits = "count"
VirtualResourceBlockSize = 1024
VirtualQuantity = 268435456
VirtualQuantityUnits = "count"
IAccess = 3 (Read/Write Supported)
HostResourceBlockSize = 1024
Reservation = 268435456

Limit = NULL
HostExtentStartingAddress = NULL
Connection[ ] = NULL

ResourceType = 31 (Logical Disk)
ResourceSubtype = "DMTF:BlockDevice"
PoollD = "STOR_POOL"
ConsumerVisibility = 2 (Virtualized)
HostResource[ ] = NULL
AllocationUnits = "count”
VirtualResourceBlockSize = 1024
VirtualQuantity = 1048576
VirtualQuantityUnits = "count"
Access = 3 (Read/Write Supported)
HostResourceBlockSize = 1024
Reservation = 1048576

Limit = NULL
HostExtentStartingAddress = NULL
Connection[ ] = NULL

(Address = NULL

Address = NULL
MappingBehavior = 0 (Unknown)

MappingBehavior = 0 (Unknown)
e — |

HVOL1 : StorageVolume

‘[BlockSize = 1024

NumberOfBlocks = 1073741824
ConsumableBlocks = 1073741824
Primordial = true

HVOL2 : StorageVolume

BlockSize = 1024
NumberOfBlocks = 1073741824
ConsumableBlocks = 1073741824
Primordial = true A

ElementAllocatedFromPool +

ResourceAllocationFromPool

CAP_MAX : StorageAllocationSettingData

CAP_MIN : StorageAllocationSeftingData

ResourceType = 31 (Logical Disk)
ResourceSubtype = "DMTF:BlockDevice"
PoollD = "STOR_POOL"
ConsumerVisibility = 2 (Virtualized)
HostResource[ ] = NULL
AllocationUnits = "count”
VirtualResourceBlockSize = 1024
VirtualQuantity = 4294967296
VirtualQuantityUnits = "count"
Access = 3 (Read/Write Supported)
HostResourceBlockSize = 1024
Reservation = 4294967296

Limit = NULL
HostExtentStartingAddress = NULL
Connection[ ] = NULL

(Address = NULL

MappingBehavior = 0 (Unkfown)

ResourceType = 31 (kogical Disk)
ResourceSubtype 5 "BDMTF:BlockDpvice"
PoollD = "ST@RyRPOOL"
Consumer\Visibility = 2 (Virtualized)
HostResource{ ] = NULL
AllocationUnits = "count”
VirtualResourceBlockSize = 1024
VirttalQuantity = 1048576
VirtdalQuantityUnits = "count"
Access = 3 (Read/write Supported)
HostResourceBlockSize = 1024
Reservation = 1048576

Limit = NULL
HostExtentStartingAddress = NULL]
Connection[ ] = NULL

Address = NULL
MappingBehavior = 0 (Unknown)

VS : CorpputerSystem

VS_DISK : LogicalDisk

STA_MIN : StorageAllocationSettingData

STA_MAX : StorageAllocationSettingData

DataOrganization = 2 (Fixed Block)
Access = 3 (read/write Supported)

Sb

BlockSize = 1024
NumberOfBlocks = 268435456
Primordial = False

Name = "/dev/sda1"

NameFormat = 12 (OS Dev, Name)

NameNamespace = 12 (OS Dev.N.sp.)

ResourceType = 3"\ (Logical Disk)
PoollD = "STOR;POOL"
AllocationUhits = "count”
VirtualQuantity = 1048576
Reservation = 1048576

|Access = 3 (Read/Write Supported)
\(irtiralResourceBlockSize = 1024
HostResourceBlockSize = 1024

ResourceType = 19 (Storage Exten})
PoollD = "STOR_POOL"
AllocationUnits = "byte"
VirtualQuantity = 4294967296
Reservation = 4294967296
Access = 3 (Read/Write Supported
VirtualResourceBlockSize = 1024
HostResourceBlockSize = 1024

BD : VirtualSystemSettingData

[B)

ESDi

SSDC

| |VirtualQuantity = 268435466

D)

DISK_STA : StorageAllocationSettingData

ResourceType = 31 (Logical Disk)
PoollD = "STOR_POOL"

SDCMIN) [ 5pc max)

SDC (INC

STA_INC : StorageAllocationSettingData

ResourceType = 31 (Logical Disk)

STA_MUT : AllocationCapabilities

AllocationUnits = "count"

ResourceType = 31 (Logical Disk)
RequestTypesSupported = 3 (General)
SharingMode = 3 (Shared)

AllocationUnits = "count”

Reservation = 268435456

Access = 3 (Read/\Write Supported)
VirtualResoureeBlockSize = 1024
HostResourceBlockSize = 1024

ESD(D)

DEF_V$SD : VirtualSystemSettingData

[SSDC.

SupportedAddStates[] = NULL
SupportedRemoveStates|[] = { 2 (Enabled) }

? PoollD = "STOR_POOL"

VirtualQuantity = 1048576
Reservation = 1048576

Access = 3 (Read/Write Supported
VirtualResourceBlockSize = 1024
HostResourceBlockSize = 1024

f

DEF_MIN : StorageAllocationSettingData

DEF_MAX : StorageAllocationSeftingData

ResourceType = 31 (Logical Disk)
PoollD = "STOR_POOL"
AllocationUnits = "count”
VirtualQuantity = 1048576
Reservation = 1048576

|Access = 3 (Read/Write Supported)
VirtualResourceBlockSize = 1024

ResourceType = 31 (Logical Disk)
PoollD = "STOR_POOL"
AllocationUnits = "count"
[VirtualQuantity = 4294967296
Reservation = 4294967296
Access = 3 (Read/Write Supported
VirtualResourceBlockSize = 1024

DISK_DEF : StorageAllocationSettingData
ResourceType = 31 (Logical Disk)
PoollD = "STOR_POOL"
AllocationUnits = "count”

HostResourceBtockSze—102=%

HostResourceBtockSze—102%

SDC (MIN)

SDC (MAX
SDC (INC)

DEF_INC : StorageAllocationSettingDat:

DEF_MUT : AllocationCapabilities

ResourceType = 31 (Logical Disk)
PoollD = "STOR_POOL"

ResourceType = 31 (Logical Disk)

VirtualQuantity = 268435456
Reservation = 268435456

Access = 3 (Read/Write Supported)
VirtualResourceBlockSize = 1024
HostResourceBlockSize = 1024

RequestTypesSupported = 3 (General)
SharingMode = 3 (Shared)
SupportedAddStates[] = NULL
SupportedRemoveStates[] = {

2 (Enabled), 3 (Disabled) }

AllocationUnits = "count"
VirtualQuantity = 1048576

Reservation = 1048576

Access = 3 (Read/Write Supported)
VirtualResourceBlockSize = 1024
HostResourceBlockSize = 1024

Figure 36 — Instance diagram: Example CIM representation of storage resource virtualization
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In Figure 36 the host system is represented by an instance HOST of the CIM_System class. The host
system owns or has access to two storage volumes each with a size of 1TB that are represented by the
CIM_StorageExtent instances HVOL1 and HVOL2. Note that the storage volumes may be located within
a storage area network that is not part of the host system itself.

The host system hosts a primordial storage resource pool that is represented by the CIM_ResourcePool
instance STOR_POOL. The value of the ResourceType property in STOR_POOL is 31 (Logical Disk),
designating the type of resources that are allocated out of the resource pool.

The resource type of resources aggregated by a resource pool may be different from the type of
resources allocated from the pool. In this example as shown in Figure 36 both host storage volumes are
aggregates intothe posl—astrepresented-byC M—componRen instances-connectng-S R0 with
HVOL1 and HVOL2, respectively.

In the example shown in Figure 36 the storage allocation capabilities of the host system and of the
storage fesource pool are identical and represented by the same CIM_AllocationCapabilities instance
CAP. Fopur SASD instances (CAP_DEF, CAP_MIN, CAP_MAX, and CAP_INC) are associated with CAP
through CIM_SettingsDefineCapabilities (SDC) instances. Not shown Figure 36 are-the values of the
ValueRange and ValueRole properties in the SDS instances that designate the-referenced SASD
instancep as representing the default, minimum, maximum, and increment fat,storage resource
allocatiops that are supported by the system and the pool; instead the lines\dépicting the association
instancep are respectively labeled as SDC(DEF, SDC(MIN), SDC(INC)-and (SDC(MAX). The values of
the VirtuplQuantity property in the CAP_xxx instances indicate that virtual disks allocatable from the
resourcg pool have a minimum supported size of 1 MB up to a maximum supported size of 4TB, and that
an increment of 1 MB applies within the supported range; the défault size is 256 GB.

In the CAP_xxx instances the value of the AllocationUnit progerty is "count”; this indicates that th¢ value
of the Rgservation property is expressed in blocks. The, block size is exposed by the value of the
HostRespurceBlockSize property (1024). Consequently storage allocations as seen from the proViding
host sysfem or resource pool side are expressed int-KB blocks.

Similarly} the value of the VirtualQuantityUnits property is "count", indicating that the value of the
VirtualQuantity property is expressed in blocks: Here the block size is exposed by the value of the
VirtualRé¢sourceBlockSize property (1024).-Consequently storage allocations as seen by the conguming
virtual system are expressed in 1-KB blocks as well.

Note that the CAP_xxx instances do not expose a value for the Limit property. This indicates thatthe
implemeptation does not support thin provisioning where the resource on the consuming side apgears
larger thén the amount of reseurce provided at the providing side. This implies that the values of the
numeric properties Resepvation and VirtualQuantity are always identical for any resource allocatign out of
the resotirce pool.

The hos{ system hosts a virtual system that is represented by the CIM_ComputerSystem instance VS.
The hos{ed relationship is shown through a CIM_HostedDependency instance.

The heafl element of the "state" virtual system configuration is the VSSD instance STA_VSSD; it |s
associatedwith VS through a CIM SettingsDefineState (SDS) instance. The "State" virtual system
configuration contains the SASD instance DISK_STA that represents a storage resource allocation

assigned to the virtual system. The virtual disk that is the result of the storage resource allocation is
represented as part of the virtual system representation by the CIM_LogicalDisk instance VS_DISK.

NOTE  Allinstances in Figure 36 that are marked with light yellow color represent "State" entities that exist only as
long as the virtual system is instantiated (that is, in a state other than "Defined"). These instances do not exist while
the virtual system is not instantiated (that is, in the "Defined" state).

The head element of the "defined" virtual system configuration is the VSSD instance DEF_VSSD; it is
associated with the head element of the "state" virtual system configuration through an instance of the
CIM_ElementSettingData association where the value of the IsDefault property is 1 (Is Default)
(abbreviated as ESD(D) in Figure 36). The "defined" virtual system configuration contains the SASD
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instance DISK_DEF that represents the respective storage resource allocation request. When the virtual
system is activated, respective storage resources are allocated based on their definition.

Similarly to the representation of the allocation capabilities of a resource pool or system, the mutability of
both the storage resource allocation request in the "Defined" virtual system configuration and of the
storage resource allocation in the "State" virtual system configuration is represented by
CIM_AllocationCapabilities instances with associated SASD instances through parameterized
CIM_SettingsDefineCapabilities instances designating the minimum, maximum, and increment for storage
resource allocation changes.

Acceptable virtual system states for the removal of virtual disks are different for the storage resource

allocatioprequestand-the-storageresource-allocation—Fhe-storagereseurce-allosation-can-beremoved
only while the virtual system remains instantiated, as indicated by a value of 2 (Enabled) in the
CIM_AllgcationCapabilities instance STA_MUT. This is a manifestation of the previously mentiong¢d fact
that the fstate" configuration is not present while the virtual system is in the "defined" state.

10.4.2 | Inspection

This set pf use cases describes how to obtain various CIM instances that represent storage-related
information of host and virtual systems.

10.4.2.1 Inspect the set of virtual disks of an active virtual system
10.4.2.111 Preconditions

All of theg following:

e | The client knows a reference to the CIM_ComputerSystem instance that represents the|active
virtual system.

10.4.2.1)2 Flow of activities

1) From the CIM_ComputerSystem instancegthe client resolves the CIM_SystemDevice association to
find|the CIM_LogicalDisk instances that-represent virtual disks.

2) Forleach element of the result set of'step 1) the client applies the use case in 10.4.2.2.
10.4.2.1)13 Postconditions

The client knows the virtual disks ‘of the virtual system and their properties.

10.4.2.2 Inspect thelproperties of a virtual disk
10.4.2.211 Preconditions

All of thg following:

o | Theclient knows a reference to the instance of the CIM_LogicalDisk class that represents the
kol dicle

vt oot

10.4.2.2.2 Flow of activities

The client obtains the CIM_LogicalDisk instance, using the Getlnstance( ) intrinsic operation. In that
instance, the client interprets property values such as the following:

e  The value of the BlockSize property conveys the block size in effect for the virtual disks

e  The value of the NumberOfBlocks property conveys the size of the virtual disk as seen by the
virtual system as a number of blocks
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The value of the Name property conveys the name of the virtual disk as seen by the virtual

system

3 Postconditions

The client knows properties of the virtual disk.

10.4.2.3

This use

Determine the allocation capabilities or allocation mutability

case is applicable in two cases:

Case (A) — Determine the capabilities of a system or a resource pool: In this case the entry

10.4.2.3
The clier

10.4.2.3

1) The
CIM
CIM

mutability (case (B) ) of the entry element.

2) For

obtain the set of instances of the CIM_SettingsDefineCapabilities association that reference

CIM
3) For

of the ValueRole and ValueRange properties; these values define the type of limitation impo

the
CIM

element is the CIM_System instance representing the host system or the CIM_Resourc
instance representing the resource pool.

Case (B) — Determine the mutability of a resource allocation request or resource allocat
this case the entry element is the RASD or SASD instance representing the resource al
request or the resource allocation.

1 Preconditions
t knows the instance path of the entry element.

2 Flow of activities

client invokes the AssociatorsNames( ) intrinsic operation‘ffom the entry element throug
_ElementCapabilities association to obtain the set ofinstance paths to those
_AllocationCapabilities instances that represent the_ allocation capabilities (case (A) ) or

ePool

on: In
ocation

h the

each instance path obtained in step 1) the client invokes the References( ) intrinsic operation to

_AllocationCapabilities instance from step 1).

each CIM_SettingsDefineCapabilities.instance obtained in step 2) the client inspects the
RASD instance that is referenced-by the value of the PartComponent property in the
_SettingsDefineCapabilities @ssociation instance, as follows:

A default setting is designated through a value of 0 (Default) for the ValueRole property
value of 0 (Point) for'the ValueRange property. A default setting does not apply for the
description of mutability.

A minimum setting is designated through a value of 3 (Supported) for the ValueRole prg
and a value of 1 (Minimums) for the ValueRange property.

A maximum setting is designated through a value of 3 (Supported) for the ValueRole pr
and-awalue of 2 (Maximums) for the ValueRange property.

each

values
sed by

and a

perty

bperty

Arvincrement setting is designated through a value of 3 (Supported) for the ValueRole g

roperty

and a value of 3 (Increments) for the ValueRange property.

4) For each of the CIM_SettingsDefineCapabilities association instances obtained in step 2) and
inspected in step 3) the client invokes the intrinsic Getlnstance( ) CIM operation, using the value of
the PartComponent property as input for the InstanceName parameter. The result each time is a
RASD instance where values of all non-null numeric properties describe the settings in the context
established by the CIM_SettingsDefineState instance inspected in step 3).

10.4.2.3.

3 Postconditions

The client knows the allocation capabilities of the system or the resource pool (case (A) ), or the mutability
of a resource allocation request or a resource allocation (case (B) ).
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10.4.2.4 Determine the default resource allocation capabilities
104.24.1 Preconditions

The client knows all of the following:
o Areference to the CIM_System instance that represents the host system.

e A selected resource type (such as for example 31 (Logical Disk) or 17 (Disk Drive) )

10.4.2.4.2 Flow of activities

1) The client obtains instances of the CIM_ElementCapabilities association that reference the instance
of the CIM_System class, invoking the References( ) intrinsic operation with parameter valugs set as
follqws:

e | The value of the ObjectName parameter refers to the instance of the CIM_Systenr'clasg.

e | The value of the ResultClass parameter is set to "CIM_ElementCapabilities",

The resylt of step 1) is a set of instances of the CIM_ElementCapabilities association.

2) Fropm the result set of step 1), the client drops those instances where thie’value set of the
Characteristics[ ] array property does not contain an element with thewvalue 2 (Default).

The res|lt of this step is a set of instances of the CIM_ElementCapabilities association that refergnce
CIM_AllgcationCapabilities instances that represent the default alloCation capabilities of the system for a
number pf resource types.

3) Forl|each of the association instances obtained in step %), the client obtains the
CIM_AllocationCapabilities instance that is referenced by the value of the Capabilities propefty in the
respective association instance, invoking the intrinsic’ Getinstance( ) CIM operation with the yalue of
the InstanceName parameter set to the value of\the Capabilities property.

The res|lt of step 3) is a set of CIM_AllocationCapabilities instances that represent the system’s default
allocatiop capabilities for a number of resourcetypes.

4) From the result set of step 3), the client drops those instances where the value set of the
RegourceType property does not-match the selected resource type.

The resylt of this step is one RASD_instance that represents the system’s default allocation capalhilities
for the sglected resource typesThe client continues as in use case 10.4.2.3 step 2) in order to derrmine
the set of RASD instances that'represent the settings for the default resource allocation capabiliti¢s for
the selegted resource type.

10.4.2.4)3 Posteonditions
The cliet knows.the default allocation capabilities of the system for the selected resource type.

In the example”CIM representation shown in Figure 36, the default allocation capabilities for the sforage
extent rdsqurce type of the system are represented by the CIM Allnr‘afinnf"npnhili‘rinc instance CAP and

related RASD instances. B

10.4.2.5 Determine the default resource pool
10.4.25.1 Preconditions

The client knows a reference to the CIM_AllocationCapabilities instance that represents the default
resource allocation capabilities of the system for a selected resource type; see 10.4.2.4.
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10.4.2.5.2 Flow of activities

1)

2)

3)

The client obtains instances of the CIM_ElementCapabilities association that reference the instance
of the CIM_AllocationCapabilities class, invoking the intrinsic References( ) CIM operation with

parameter values set as follows:

e The value of the ObjectName parameter refers to the CIM_AllocationCapabilities instance.

e  The value of the ResultClass parameter is set to “CIM_ElementCapabilities”.

The result of this step is a set of instances of the CIM_ElementCapabilities association.

From the result set of step 1), the client drops those instances where the value set of the

Chdracteristics[ ] array property does not contain an element with the value 2 (Default).

The result of this step is a set of two instances of the CIM_ElementCapabilities association.
asspciation instance references the CIM_ResourcePool instances that represent the default
resgurce pool, and one instance references the CIM_System instance that represents the hg
sysfem.

The client selects the instance of the CIM_ElementCapabilities association from the result off

Dne

st

step 2)

property against the known reference to the CIM_System instance that'répresents the host
and dropping that association instance. The client uses the remaining/association instance fi
resilt set of step 2) to obtain the CIM_ResourcePool instance that:is referenced by the value
MamagedElement property in that association instance, invoking‘the intrinsic Getlnstance( )
opefration with the value of the InstanceName parameter sétto the value of the ManagedEle
property.

thaf references the CIM_ResourcePool instance by comparing the valug, ofthe ManagedEIe%v;ent

The result of this step is the CIM_ResourcePool instance that represents the system’s defau
resgurce pool for the selected resource type.

10.4.2.5J3 Postconditions

The client knows the default resource pool ofithe system for the selected resource type.

In the edample CIM representation showh.in Figure 36, the default storage resource pool is repre
by the CJM_ResourcePool instance STOR_POOL.

10.4.2.6] Obtain the storage-resource pool with the largest unreserved capacity

10.4.2.6/1 Preconditions

The clieft knows a reférence to the CIM_System instance that represents the host system.

10.4.2.6J2 Flow, of activities

1)

The client resolves the CIM_HostedPool association to find the CIM_ResourcePool instance

stem
om the
of the
CIM
ment

sented

5 that
) CIM

repiesent resource pools hosted by the host system, invoking the intrinsic AssociatorNames
opeLaHen—w#h—pa;ametewabee—set—a-s—ieﬂews—' } -

e  The value of the ObjectName parameter refers to the CIM_System instance that represents the

host.
e  The value of the AssocClass parameter is set to "CIM_HostedPool".

e  The value of the ResultClass parameter is set to "CIM_ResourcePool".

The result of this step is a set of CIM_ResourcePool instances that represent resource pools hosted

by the host system.
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2) The client selects from the result set of step 1) only those instances where the value of the
ResourceType property matches 31 (Logical Disk).

The result is a set of CIM_ResourcePool instances that represent storage resource pools hosted by

the

host system.

3) The client inspects the value of the Capacity and the Reserved properties in all instances selected
with step 2), and each time calculates the amount of unreserved storage capacity by subtracting the
value of the Reserved property from the value of the Capacity property.

4) From all pools inspected in step 3), the client selects the one that has the largest free capacity.

5) The

client checks the resource pool selected in step 4) for architectural limitations as expressed by

the
10.4.2.6
The clier

In the eX
instance
associat
than one
consequ
property
result se|
property
1879048

10.4.3

This set
These m
by a CIM

10.4.3.1
10.4.3.1
All of the

pool’s capabilities, applying use case 10.4.2.3.
3 Postconditions
t knows the resource pool with the largest unreserved storage capacity.

ample CIM representation shown in Figure 36, the client initially would knew the CIM_Sy,|
HOST that represents the host system. From there, the client would,follow the CIM_Hos
on to locate CIM_ResourcePool instances. Typically the associationdresolution would yie
instance, including instances that represent resource pools of ather resource types;
ently the client is required to select only those instances wheré-the value of the Resource

f that is named STOR_POOL. From that instance, the clienttakes the value of the Capad
and subtracts the value of the Reserved property (2147483648 — 268435456) byte, yield

Management

pf use cases describes how to create new‘virtual disks, and how to modify existing virtua
anagement tasks are described in terms;of a virtual system management service, as rep
_VirtualSystemManagementService instance.

Create virtual disk (blockbased)
1 Preconditions

following:

The client knows a‘reference to the CIM_ComputerSystem instance that represents the
system.

The clientknows a reference to the CIM_VirtualSystemManagementService instance th
represents the virtual system management service responsible for the virtual system.

stem
edPool
d more

Type

matches 31 (Logical Disk). In Figure 36, there is only one CIM'_ResourcePool instance if the

ity
ng

192 blocks (or 1792 GB) as the maximum storage €apacity presently available from the pool.

disks.
Fesented

virtual

at

system.

The-client has performed the use case and knows the default allocation capabilities of tTe

10.4.3.1.
1) The
.
.

The size of the new disk is 256 GB (or 268435456 blocks with a size of 1 KB (1024 bytes) ).

2 Flow of activities

client locally prepares a SASD instance, with properties set as follows:
ResourceType:31 (Logical Disk) /I device type as seen by consumer
ResourceSubtype: /l implementation dependent
PoollD:NULL /[ implies default pool
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e  AllocationUnits:"count" /I count of blocks; if value is NULL, the effective value
/l'is implied by pool capabilities
o VirtualQuantity:268435456 1/ 256 GB

e  VirtualQuantityBlockSize: 1024 /I may be NULL, implied by pool capabilities

¢ VirtualQuantityUnits: "count" /I count of blocks; if value is NULL, the effective value
/l'is implied by pool capabilities

e  Reservation: NULL // may be NULL if thin provisioning is not requested,;

I/ defaults to the size expressed by the value of the
[/ VirtualQuantity property

e | Limit: NULL // defaults to maximum disk size as expressed by'the
// value of the VirtualQuantity property

e | Address: "/dev/sda1" // optional; if not specified the implementation
// assigns an address

e | Values of all other properties are not set (NULL), requesting a default-behavior

2) Thgclient invokes the AddResourceSettings( ) method of the virtual system management sefvice,
with parameters set as follows:

¢ | AffectedConfiguration: REF to the VSSD instance that‘represents
the "defined" virtual system configuration.

e | ResourceSettings: One element with the embedded SASD instance
prepared in step 1)

The implementation excutes the AddResourceSettings( ) method
e | Itis assumed that the method returns 0O, indicating successful synchronous execution.

e | The initial size of the disk is 256 GB.
10.4.3.13 Postconditions

A new virtual disk is created for thewvirtual system, as requested.

10.4.3.2| Create virtual disk (file based with implicit file creation)
10.4.3.2[1 Preconditions

All of thg following:

e | The client knows a reference to the VSSD instance that represents the virtual system
configuration to receive the new virtual disk.

e | The client knows a reference to the CIM_VirtualSystemManagementService instance that
ISPIcSl Iib ll; 1< Viltudi bybtclll ITiariayclirict Ii OFCI VibU respul IbiIUiU fUI 1li 1< Viliudi bybtclll.

e The size of the new disk is 256 GB (or 268435456 KB).
e The initial host file space to reserve is 64 GB (or 67108864 KB).

¢  The requested name for the file is "FILE1" (relative file path); the files does not exist initially.

10.4.3.2.2 Flow of activities
1) The client locally prepares a SASD instance, with properties set as follows:

e  ResourceType: 31 (Logical Disk)
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ResourceSubtype: "DMTF:generic:scsi" // SCSI disk

PoollD: "FILE_DISK_POOL" /I implementation specific
// dummy pool

2) The
with

10.4.3.2
A new fil

Figure 3
was acti

AllocationUnits: "count" /I number of blocks
VirtualQuantity: 268435456 // 256 GB, disk size as seen by virtual system
Reservation: 67108864 /I 64 GB, initial file size
Limit: NULL /I defaults to maximum disk size as expressed
// by the value of the VirtualQuantity property
HostResource[0]: "FILE://FILE1" /I client chosen name and location
/I for the new file
Address: "0.7.0.0:0" // SCSI lun 0 on target 0 via bus 0 initiator)?
/I partition 0

Values of all other properties are not set (NULL), requesting a default

client invokes the AddResourceSettings( ) method of the virtual system management se
parameters set as follows:

AffectedConfiguration: REF to the VSSD instance that represents
the “defined” virtual system configuration.

ResourceSettings: One element with the embédded instance prepared in step 1

implementation excutes the AddResourceSettings(¥) method.

It is assumed that the method returns 0, indicating successful synchronous execution.
64 GB, up to a limit of 256 GB. The disk\size as seen by the virtual system is 256 GB fr
beginning.

3 Postconditions

e-based virtual disk is created-for the virtual system, as requested.

 shows the situation that results after the create disk operation completed and the virtua
/ated:

rvice,

As a side effect, the new file FILE1 is created in a default directory. The initial size of th¢ file is

bm the

system
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| disk file allocation source

ESD(D
«1 VS1: ComputerSystem ]&71 VS1_STAT : Virte ingData | [ vs1 DEF : i ingData |
Q
FILEDISK : LogicalDisk 9) FD_STAT : StorageAllocatiol Data ED_DEF : StorageAllocationSettingData
DataOrganization = 2 (Fixed Block) 2 ResourceType = 31 (Logical Disk) ResourceType = 31 (Logical Disk)
IAccess = 2 (Write) ResourceSubtype = "DMTFgeneric:scsi" ResourceSubtype = "DMTF:generic:scsi”
BlockSize = 1024 PoollD = "FILE_POOL" PoollD = "FILE_POOL"
[NumberOfBlocks = 268435456 IConsumerVisibility = 2 (Virtualized) IConsumerVisibility = 2 (Virtualized)
Primordial = false HostResource[ ] = { "FILE://FILE1" } B — +q HostResource[ ] = { "FILE://FILE1" i —4
— 4" SDS i its = " ESD(D 5 L "
Name ="0.1 £ Units = "count! [ E2==L lAllocationUnits = "count! |
NameFormat = 12 (OS Device Name) VirtualResourceBlockSize = 1024 1 VirtualResourceBlockSize = 1024 |
Nar =12 (OS Device N.sp.) VirtualQuantity = 268435456 : VirtualQuantity = 274877906944 :
VirtualQuantityUnits = "count” VirtualQuantityUnits = "count”
‘ /Access = 3 (Repd/Write Supported) : IAccess = 3 (Read/Write Supported) :
HostResourceBlockSize = 1024 | HostResourceBlockSize = 1024 |
Reservation = 67108864 1 Reservation = 67108864 1
HostedDependency ElementAllocated- Limit = NULL ] Limit = NULL 1
FromPool HostExtentStartingAddress = NULL 1 HostExtentStartingAddress = NULL ]
(Connection[ ] =|NULL | IConnection[ ] = NULL |
/Address ="0.7.0.0.0" | Address = "0.7.0.0.0" |
MappingBehavior = 5 (Hard Affinity) | MappingBehavior = 5 (Hard Affinity) |
Storage Resource Allocation : Storage Resource AllocationRequest :
| I
| I
ResourceAllocation- : :
FromPool 1 1
I |
Virtupl System Representation State” Virtual System|Configuration 1\“Defined” Virtual System Configuration |
| ]
! |
. | |
‘ I JrcePool FILE_DISK_POOL : ResourcePool | | \
HAST : System ResourceType = 31 (Logical Disk) | | |
j PoollD = "FILE_POOL" | [
S Capacity = OXFFFFFFFFFFFFFFFF | | !
\\\\\ ~ Primordial = true : :
NN Reserved = NULL H H
AN AllocationUnits = "byte" 1 1
NN T
Host $ystem Representation O [ ! :
S N ] H |
| : 1 |
Files not represented i i< ________ | : :
by CIM instances ! | | |
e ——————— Jr PN, Sy, a

Figure 37 — Create virtual disk with implicit file creation

at

he new

10.4.3.3| Create virtual disk (file based pre‘existing)
10.4.3.3]1 Preconditions
All of thg following:
e | The client knows a reference to the VSSD instance that represents the virtual system
configuration to receive the new virtual disk.
¢ | The client knowsja reference to the CIM_VirtualSystemManagementService instance th
represents the.virtual system management service responsible for the virtual system.
o | The client’knows the URI "FILE:://FILE2" of a pre-existing file that contains the data for
disk.
o | The'size of the new disk is implied by the content stored in the file.
10.4.3.3.2 Flow of activities

1)

The client locally prepares a SASD instance, with properties set as follows:

/I Microsoft SCSI disk

/I implementation specific

/I dummy pool

e  ResourceType: 31 (Logical Disk)

¢ ResourceSubtype: "DMTF:generic:scsi"
e PoollD: "FILE_DISK_POOL"

e  AllocationUnits: "count"

/I number of blocks
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e  VirtualQuantity: NULL /I disk size implied by file

e Reservation: NULL /I disk reservation implied by file

e  HostResource[0]: "FILE://FILE2" /I URI refering to pre-existing file

e  Address: "0.7.0.0.0" /I SCSI bus 0/ initiator 7 / target 0 / lun 0
/I partition 0

e  MappingBehavior: 5 (Hard Affinity) // implies that the virtual system

/Il requires this disk at startup

Values of all other properties are not set (NULL), requesting a default

2) Thegclient invokes the AddResourceSettings( ) method of the virtual system management se
with parameters set as follows:

¢ | AffectedConfiguration: REF to the VSSD instance that represents
the “Defined” virtual system configuration.

e | ResourceSettings: One element with the embedded instance
prepared in step 1)

The implementation executes the AddResourceSettings( ) method.

e | Itis assumed that the method returns 0, indicating successful’synchronous execution.

rvice,

e | The new disk is configured into the virtual system configuration. It is based on the file pfjovided

as input. The initial disk size is 268435456 KB, as implied by the disk content stored in {
10.4.3.3)3 Postconditions
A new file-based virtual disk is created for the virtual system, as requested.

Figure 38 shows the situation that results after the create disk operation completed and the virtua
was actiyated:

he file.

system
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ESD(D
D:
«1 VS2 : ComputerSystem ]7& [ VS2 STAT: VirtualSystemSettingData | [ vs2 DEF: vinualSystemSettingData |

ol 9 g

Bl FILEDISK2 : LogicalDisk (l?’ ED2_STAT : Stor: { ingData 8 ED2_DEF : Storag i ingData

3 DataOrganization = 2 (Fixed Block) ‘g ResourceType = 31 (Logical Disk) Q ResourceType = 31 (Logical Disk)

ﬂE) IAccess = 2 (Write) ResourceSubtype = "DMTF:generic:scsi" Resol b = "DMTF:generic:scsi"

) BlockSize = 1024 PoollD = "DISKPOOL_WITH_FILES" PoollD = "DISKPOOL_WITH_FILES"

2] NumberOfBlocks = 268435456 ConsumerVisibility = 2 (Virtualized) IConsumerVisibility = 2 (Virtualized)
Primordial = false HostResource[ ] = { "FILE:/FILE2" } B-— | HostResource[ ] = { "FILE://FILE2" } - —
Name = "0.1" SDS) IlocationUnits[]= "éoun!“ ! ,I&Allocationumts“: "éount" ! :
NameFormat = 12 (OS Device Name) |VirtualResourceBlockSize = 1024 1 VirtualResourceBlockSize = 1024 |

=8 (OS Device N.sp.) VirtualQuantity = 268435456 : VirtualQuantity = 268435456 |
VirtualQuantityUnits = count VirtualQuantityUnits = "count" I
[Access = B (Read/Write Supported) : |Access = 3 (Read/Write Supported) 1
HostResourceBlockSize = 1024 | HostResourceBlockSize = 1024 |
Reservation = 268435456 1 Reservation = 268435456 |
HostedDependency ElementAllocated- Limit = NULL ] Limit = NULL :
FromPool L ingAdd =NULL 1 HostExtentStartingAddress = NULL |

C ignl]1=NUII 1 C ion[1= NUI|
|Address 5 "0.7.0.0.0" | |Address = "0.7.0.0.0" i
i ior = 5 (Hard Affinity) | i ior = 5 (Hard Affinity) |
Storage Resource Allocation : Storage Resource AllocationRequest |
! I
! ]
ResourceAllocation- : |
FromPool ] :

|
Virtual System Representation “State” Virtual §ystem Configuration 1\ Defined” Virtual System Configuration !
1 +
| |
I
DISKPOOL_WITH_FILES" : ResourcePool |
— HostedR 00l I
HQST : System ResourceType = 31 (Logical Disk) I :
. PoollD = "DISKPOOL_WITH_FILES" | I
S Capacity = OxFFFFFFFFFFFFFFFF | ]
\\\\\ N Primordial = true : ]
NN Reserved = NULL i 1
\\\\\ = AllocationUnits = "byte*2410" 1 :
Host pystem Representation N\ “x, ! |
\ | |
|
! |
Files not represented : |
by CIM instances . |

{disk file allocation source |

Figure 38 — Create virtual disk with pre-existing file

10.4.3.4] Create virtual disk (block based.passed-through)
10.4.3.411 Preconditions

All of thg following:

e | The client knows a reference to the VSSD instance that represents the virtual system
configuration to receive the new dedicated virtual disk.

e | The client knows’a reference to the CIM_VirtualSystemManagementService instance that
represents the virtual system management service responsible for the virtual system.

o | The size of the new disk is 256 GB (or 268435456 kbyte).

10.4.3.4)2 Flow of activities

1) Thelclient locally prepares an instance of the (‘II\/I_Ranl|rr~pAIInr‘ntinnQnﬁingnntn class_with
properties set as follows:

e ResourceType: 31 (Logical Disk)
¢ ResourceSubtype: "DMTF:xen:vbd"

e  PoollD: "PT_POOL" /I Example; refers to a pool withdisks
/l that are passed-through

. AllocationUnits: "count" /I number of blocks
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VirtualQuantity: 268435456 /I 256 GB; needed if not explicit host resource
/l requested
VirtualResourceBlockSize: 1024 // blocksize as seen by consumer
VirtualQuantityUnits: "count" /l number of blocks
Reservation: 274877906944 /I needed if no explicit
/I host resource requested
HostResource[0]: "URI(HDISK1)" // optional; may refer to a

/I specific disk in the pool; if not
I specified, the implementation

2) The
with

Itis

10.4.3.4

A new passed-through virtual disk is created for the.virtual system, as requested.

Figure 3

/I selects a disk out of the pool

Address: "/dev/sda1” /I optional; if not specified the
/I implementation assigns an
// address

Values of all other properties are not set (or are NULL), requesting a default

client invokes the AddResourceSettings( ) method of the virtual system’management se

parameters set as follows:
AffectedConfiguration: REF to CIM_VirtualSystemSetitingData instance
ResourceSettings: One element with the embedded instance

prepared in step 1)
assumed that the method returns 0, indicating successful synchronous execution.

3 Postconditions

D shows the situation that results afterthe AddResourceSettings( ) operation completes.

rvice,
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ESD(D)
SDS
VS1 : ComputerSystem VS1_STAT : VirtualSystemSettingData VS1_DEF : Virtual mSettingD:
SystemDevice VSSDC VSSDC
L DDISK : LogicalDisk DD_STAT : StorageAllocationSettingData L DD_DEF : StorageAllocationSettingData
DataOrganization = 2 (Fixed Block) ResourceType = 19 (Storage Extent) ResourceType = 31 (Logical Disk)
Access = 3 (Read/Write Supported) ResourceSubtype = "DMTF:xen:vbd" ResourceSubtype = "DMTF:xen:vbd"
BlockSize = 1024 PoollD = "PT_POOL" PoollD ="PT_POOL"
NumberOfBlocks = 26835456 ol ConsumerVisibility = 2 (Passed-Through) g ConsumerVisibility = 2 (Passed-Through)
Primordial = false 0| |HostResource[]={ URI(HDISK1)} ® — T 7 )| [HostResource[ ] = { URI(HDISK1)" } B ol
Name = /dev/sda1" | AllocationUnits = "count” H— 1 JAllocationUnits = "count" |
NameFormat = 12 (OS Device Name) VirtualResourceBlockSize = 1024 | VirtualResourceBlockSize = 1024 |
NameNamespace = 12 (Os Device N.sp.) VirtualQuantity = 268435456 | VirtualQuantity = 268435456 |
‘ VirtualQuantityUnits = "count" | VirtualQuantityUnits = "count” |
3 [Access = 3 (Read/Write Supported) ! Access = 3 (Read/Write Supported) |
rHostedt 5 HostResourceBlotkSize—="102% HostResourceBiockSize=102% :
Dependency 9 Reservation = 268435456 : Reservation = 268435456 |
2 Limit = NULL | Limit = NULL |
8 Resource- HostExtentStartingAddress = NULL | HostExtentStartingAddréss = NUIJL |
2 Allocation- Connection[ ] = NULL | Connection[ ] = NULK |
9 EromEgcl Address = "/dev/sdal" | Address = "/dev/sda1" |
I MappingBehavior = 3 (Dedicated) | MappingBehavyior= 8 (Dedicated |
Storage Resource Allocation m: Storage Regource AllocationRequest :
Virtual System Representation "State" Virtual System Conf\guratonw | "Defined" Viffua{'System Configurati |
I t
t |
. | |
HostedResourcePool PT_POOL ; ResourcePool | |
HOST : System ResourceType = 31 (Logical Disk) | | |
PoollD ="PT_POOL" | |
- Capacity = 549755813888 | |
SystemDevice Primordial = true I I
HDISK1 : LogicalDisk Reserved = 274877906944 : :
AllocationUnits = "byte*2*10"
DataOrganization = 2 (Fixed Block) ocaton.nis yie | |
Access = 3 (Read/Write Supported) | | |
BlockSize = 1024 P N N |
NumberOfBlocks = 268435456
Primordial = true
Name = /dev/sda22" Component
NameFormat = 12 (OS Device Name)
NameNamespace = 12 (OS Device N.sp.)
Host System Representation

Figure 39 — Create dedicated virtual disk

In this example the resource pool represented by PT_POOL aggregates a set of host disks that were set
aside for the purpose of being passed-through to virtual systems. Adding a resource from that po¢l is
actually g selection based upon client requirements.

10.4.3.5| Create virtual disk (file based delta)
10.4.3.511 Preconditions

All of theg followings:
e | Thesituation that was the result of the use case described in 10.4.3.2.
o | The size of the virtual remains disk is 256 GB (or 268435456 KB).
e  The initial size of the new delta disk is 16 GB (or 16777216 KB).

e  The name of the file is "FILE9" (relative file path); the file does not exist.
o Thefile is only allocated as the virtual system is activated (instantiated).

e The file is deallocated as the virtual system is deactivated.
10.4.3.5.2 Flow of activities

1) The client locally prepares a SASD instance with properties set as follows:

e ResourceType: 31 (Logical Disk)
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ResourceSubtype: "DMTF:generic:scsi
PoollD: "FILE_DISK_POOL"

AllocationUnits: "count”
VirtualQuantity: 268435456
Reservation: 16777216
Limit: 67108864

AutomaticAllocation—true
e aHEAHe e HeR—HU

/I SCSI disk

// implementation specific
/I dummy pool

/Il count of blocks
/1 256 GB

/116 GB

// 64 GB

[l frach axtant allacatad
+HHOSH-8Xt8 I t—aHOGate6

2) The
with

Itis

AutomaticDeallocation: true
HostResource[0]: "FILE://FILE9Q"

Parent: URI (FD_DEF)
Address: "0.7.0.0.0"

parameters set as follows:
AffectedConfiguration:

ResourceSettings:

exegution.

10.4.3.5
Anewd

Figure 4

3 Postconditions

REF to VSSD instance

One element.with the embedded instance
prepared.imstep 1)

/l on every allocation
/I extent dropped at deallocation time

// optional; if NULL the
/l implementation decides

/l formatted as specified in DSP0207

// SCSI bus 0 / initiator. 7./ target 0 / lun O
/I partition O

Values of all other properties are not set (or are NULL), requesting a default

client invokes the AddResourceSettings( ) method of the virtual system management se|

I/ target config

assumed that the method that the metheod returns 0, indicating successful synchronous

blta file-based virtual disk¢s ereated for the virtual system, as requested.

D shows the situation that results after the create delta disk operation completes.

rvice,
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N
Host System Repres%m\"nioh\ N
A

|| \ N i
YA FILE9 mm—mdmm e D ymm e — ] R—
e | "

Files not represented !
by CIM instances |
i

SDS ESD(D)
VS1 : ComputerSystem VS1_STAT : VirtualSystemSettingData VS1_DEF : VirtualSystemSettingData
8 ED_STAT : StorageAllocationSettingData él 8 ED_DEF : StorageAllocationSettingData <I
7] %)
g ResourceType = 31 (Logical Disk) : tg ResourceType = 31 (Logical Disk) |
ResourceSubtype = "DMTF:generic:scsi" ResourceSubtype = "DMTF:generic:scsi" ||
PoollD = "FILE_DISK_POOL" | PoollD = "FILE_DISK_POOL" |
ConsumerVisibility = 2 (Virtualized) ! ConsumerVisibility = 2 (Virtualized) |
HostResource[ ] = { "FILE://FILE1" - — — —: =) HostResource[ ] = { "FILE://FILE1" = — — - =
AllocationUnits = "count” i /AllocationUnits = "count" Il
VirtualResourceBlockSize = 1024 i VirtualResourceBlockSize = 1024 ! :
VirtualQuantity = 268435456 11 VirtualQuantity = 268435456 : |
VirtualQuantityUnits = "count" || | |g |[VirtualQuantityUnits = "count" 11
Access = 3 (Read/Write Supported) 1| I |8 |Access = 3 (Read/Write Supported)
o B Ll ol - I
o BlookSiza-=i024 D —lHestR BloakSize=i024 1
Reservation = 67108864 11 ! Reservation = 67108864 1!
r—(Limit = NULL ! : - Limit = NULL 11
HostExtentStartingAddress = NULL : | HostExtentStartingAddress =NU| L !
Connection[ ] = NULL i Connection[ ] = NULLE : :
Address = "0.7.0.0.0" 1 /Address = "0.7.0.0.0"
MappingBehavior = 5 (Hard Affinity) 1 MappingBehaviar #5'(Hard Affinjty) : :
Storage Resource Allocation (Base) | : Storage Resource AllocationReqgest (Base) | | |
! 11
FILEDISK : LogicalDisk DL_STAT : StorageAllocationSettingD: : : S DL 3 StorageAllocationSettingD: 11
DataOrganization = 2 (Fixed Block) e ResourceType = 19 (Storage Extent) 11 ‘L{_I’ ResourceType = 31 (Logical Disll) : :
Access = 2 (Write) 0 PoollD = "FILE_DISK_POOL" [N PoollD = "FILE_DISK_POOL" 11
BlockSize = 1024 Kz ConsumerVisibility = 2 (Virtualized) Ly IConsumerVisibility = 2 (Virtualized) 11
NumberOfBlocks = 268435456 HostResource[ | = { "FILE:/FILES" }m~ - 11 HostResource[ ] = { "FILE://FILE{" } B = |1
Primordial = false AllocationUnits = "count" | ! : AllocationUnits = "count" 1!
Name ="0.1" VirtualQuantity = 268435456 | : ) VirtualQuantity = 268435456 1 |1|!
NameFormat = 12 (OS Device Name) Reservation = 16777216 WS Reservation = 16777216 ||
NameNamespace = 12 (OS Device N.sp.) Limit = 67108864 N Limit = 67108864 1! :
[ AutomaticAllocation = true ol /AutomaticAllocation = true | : |
["—|AutomaticDeallocation = true | 11 |/AutomaticDeallocation = true JI_ 1
HostedDependency ResourceAllocation- | |Parent = "URI(FD_STAT)'®- — <~ — — il Parent = "URI(FD_DEF)"® ——=—=—"1|
EromPool Connection[ ] = NULL : : Connection[ ] = NULL | 1
Address = "0.7.0.0.0" /Address = "0.7.0.0.0" | |
MappingBehavior = 5 (Hard Affinity) : : MappingBehavior = 5 (Hard Affinjty) | |
Storage Resource Alldcation (Delta) | | Storage Resource AllocationReqgest (Delta |
Virtual System Representation ‘State” Virtual Bystegp«COrtiguration | | \‘Defined” Virtual System Configuratio | :
1 | I
|
| | : |
ResourceAllocationFromPool : | | |
I I
| | |
|
Do P
HostedResourcePool FILE_DISK_POOL : ResourcePool | : | |
HOST : System|[—— [=+|ResourceType = 31 (Logical Disk) | | | | !
A PoollD = "FILE_DISK_POOL" | | | :
NN Capacity = OxFFFFFFFFFFFFFFFF | | | | |
NN Primordial = true | | : |
AR Reserved = NULL | | | 1
1\ \\ AN AllocationUnits = "byte*2"10) : : | |
|
| | |
1 | | !
|
| | | |
[ | I
|
|
|

disk file allocation source

Figure 40 — Create virtual delta disk and file

Note that the instances FD_STAT, DL_STAT and FILEDISK are present only while the virtual system is
instantiated and the virtual disk is allocated. Note that there is only one disk FILEDISK in the virtual
system representation that is allocated based on both FD_STAT and DL_STAT. There is no separate
instance of CIM_LogicalDisk representing each allocation separately as there is only one virtual disk
presented to the virtual system.

Note that the file FILE9 containing the delta disk is automatically allocated during virtual disk allocation
because the value of the AutomaticAllocation property is true; the file is automatically deallocated during
virtual disk deallocation because the value of the AutomaticDeallocation property is true. As a
consequence the virtual system at startup time receives a virtual disk that is initially based on FILE1; as
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the virtual system writes onto the disk the delta is maintained in FILE9. The size of FILE9 is driven by the
values of the Reservation and the Limit properties in DL_STAT: The initial file size is 16 GB, up to a limit
of 64 GB. As a result the virtual system sees a disk with a size of 256 GB (as indicated by the value of the
VirtualQuantity property). That disk is initially based on the read-only file-based extent as allocated by
FD_STAT. On top of the read-only extent is a temporary delta read-write extent as allocated by DL_STAT
that enables overwriting data up to an amount of 64 GB; the delta extent is discarded when the virtual
disk is deallocated, such that the next allocation starts with the initial read-only content again.

10.5 CIM Elements

Table 149 lists CIM elements that are defined or specialized for the profile described in this clause. Each
CIM elerpent shall be implemented as described in Table 149. The CIM Schema descriptions for any
referenced element and its sub-elements apply.

Subclausges 10.2 ("Implementation") and 10.3 ("Methods") may impose additional requirements OI these
elements; in particular, subclause 10.2 ("Implementation") may impose requirements _for, €IM instances.

Table 149 — CIM Elements: Storage Resource Virtualization 'Rrofile

Elemert Requirement Descirigtion

Classe$

CIM_AffectedJobElement Optional See the Resource Allocation Frofile
described in clause 5.

CIM_AllocationCapabilities for capabilities Mandatory See the Allocation Capabilitie$ Profile
described in clause 7.

CIM_AllocationCapabilities for mutability Optional See the Allocation Capabilitie$ Profile
described in clause 7.

CIM_C¢mponent for resource pool Conditional See 10.5.1.

CIM_Cdncretedob Optional See the Resource Allocation Frofile
described in clause 5.

CIM_DigkDrive for host disk drives Conditional See 10.5.2.

CIM_DigkDrive for virtual disk drives Conditional See 10.5.3.

CIM_ElementAllocatedFromPool for allocated virtual Mandatory See 0.

resources

CIM_ElementAllocatedFromPool for resource pool Conditional See 10.5.5.

hierarchies

CIM_ElementCapabilities for capabilities Mandatory See the Allocation Capabilitie$ Profile
described in clause 7.

CIM_ElementCapabilities for mutability Conditional See the Allocation Capabilitie$ Profile
described in clause 7.

CIM_ElementCapabilities for resource pool Mandatory See the Resource Allocation Profile
described in clause 5.

CIM_ElementSettingData for resource allocation Mandatory See 0.

request

CIM_ElementSettingData for resource pool Mandatory See 10.5.7.

CIM_HostedDependency Optional See 0.
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Element Requirement Description

CIM_HostedResourcePool Mandatory See the Resource Allocation Profile
described in clause 5.

CIM_HostedService Mandatory See the Resource Allocation Profile
described in clause 5.

CIM_LogicalDisk for virtual disk Conditional See 10.5.9.

CIM_ReferencedProfile Mandatory See 10.5.10.

CIM_RegisteredProfile Mandatory See 10.5.11.

CIM_RgsourceAllocationFromPool Optional See the Resource Allocation Frofile
described in clause 5.

CIM_RgsourceAllocationSettingData for disk drive Conditional See 10.5.12.

allocatign information

CIM_RgsourcePool Mandatory See 10.5.13.

CIM_Rg¢sourcePoolConfigurationCapabilities Mandatory See the Resource Allocation Frofile
described-in clause 5.

CIM_Rg¢sourcePoolConfigurationService Mandatory See'the Resource Allocation Frofile
described in clause 5.

CIM_SgttingsDefineCapabilities Mandatory See the Allocation Capabilitie$ Profile
described in clause 7.

CIM_SgttingsDefineState Mandatory. See 10.5.14.

CIM_SgrviceAffectsElement Mandatory See the Resource Allocation Frofile
described in clause 5.

CIM_StprageAllocationSettingData for storage extent Conditional See 10.5.15.

allocatign information

CIM_StprageVolume for host storage volume Conditional See 10.5.16.

CIM_StprageExtent for virtual disk Conditional See 10.5.17.

CIM_SystemDevice for host storage volumes Conditional See 10.5.18.

CIM_SystemDevice for virtual resourees Mandatory See 10.5.19.

Indicatfons

None dg¢fined

10.5.1 | CIM_Component for resource pool
The implementation of the CIM_Component association for the representation of the aggregation|of host

resourcg

S\hto resource pools is conditional.

Condition: The resource aggregation feature (see 10.2.5) is implemented.

The CIM_Component association is abstract; therefore it cannot be directly implemented. For this reason
the provisions in this subclause shall be applied to implementations of subclasses of the CIM_Component
association. However, note that clients may directly resolve abstract associations without knowledge of

the conc

rete subclass that is implemented.

Table 150 lists the requirements for elements of this association. These requirements are in addition to
those specified in the CIM Schema and in the Resource Allocation Profile described in clause 5.
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Table 150 — Association: CIM_Component for resource pool

Elements Requirement Notes

GroupComponent Mandatory Key: Value shall reference the
CIM_ResourcePool instance that
represents the resource pool.

Cardinality: 1

PartComponent Mandatory Key: Value shall reference the
CIM_ManagedElement instance that

represents a component of the resource
poor.

Cardinality: *

10.5.2 | CIM_DiskDrive for host disk drives
The implementation of the CIM_DiskDrive class for the representation of host disk'drives is condifional.
Conditiop: The resource aggregation feature is implemented for disk drive resource pools; see 10.2.5.

Table 191 lists the requirements for elements of this class.

Table 151 — Class: CIM_DiskDrivé_(Host)

Elements Requirement Notes

DefaultBlockSize Mandatory See CIM schema description

10.5.3 | CIM_DiskDrive for virtual disk drives
The implementation of the CIM_DiskDrive classifor the representation of virtual disk drives is condlitional.
Conditiop: The profile described in this clause is implemented for the allocation of disk drives; seq 10.2.2.

Table 152 lists the requirements for.elements of this class.

Table 152 — Class: CIM_DiskDrive (Virtual System)

Elements Requirement Notes
EnabledState Mandatory Value shall match {2 | 3} ("Enablef" |
"Disabled").
RequestedState Optional Value shall match {2 | 3} ("Enablep" |
"Disabled").
DefaultBlockSize Mandatory See CIM schema description
272

© ISO/IEC 2014 - All rights reserved


https://iecnorm.com/api/?name=c6179886aed84d232a428ce3db6acc42

ISO/IEC 19099:2014(E)

INCITS 483-2012

10.5.4 CIM_ElementAllocatedFromPool for allocated virtual resources

Table 153 lists the requirements for elements of this association. These requirements are in addition to
those specified in the CIM Schema and in the Resource Allocation Profile described in clause 5.

Table 153 — Association: CIM_ElementSettingData

Elements

Requirement

Notes

Antecedent

Mandatory

Key: Value shall reference the

Ciivt—ResourcePoot nstance that
represents the resource pool.

Cardinality: 1

Dependent

Mandatory

Key: Value shall reference the instince of

a CIM_LogicalDevice subclass tha
represents the allocated device.

Cardinality:, *

10.5.5 | CIM_ElementAllocatedFromPool for resource pool hierarchies

The implementation of the CIM_ElementAllocatedFromPool association for the representation of

pool hienarchies is conditional.

Conditiop: The resource pool management feature (see 10.2:7) is implemented.

Table 154 lists the requirements for elements of this association. These requirements are in addit
those spgcified in the CIM Schema and in the Resource Allocation Profile described in clause 5.

Table 154 — Associjation: CIM_ElementSettingData

esource

on to

Elements

Requirement

Notes

Antecedent

Mandatory

Key: Value shall reference the
CIM_ResourcePool instance that
represents the parent resource pog

Cardinality: 1

Dependent

Mandatory

Key: Value shall reference the
CIM_ResourcePool instance that
represents the child resource pool.

Cardinality: *
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10.5.6 CIM_ElementSettingData for resource allocation request

Table 155 lists the requirements for elements of this class. These requirements are in addition to those
specified in the CIM Schema and in the Resource Allocation Profile described in clause 5.

Table 155 — Association: CIM_ElementSettingData

Elements Requirement Notes
ManagedElement Mandatory Key: Value shall reference the RASD
mStance that Tepresents the Tesource
allocation.
Cardinality: 1
SettingPata Mandatory Key: Value shall referenice the RA$D
instance that represénts’correspongding
the resource allogation request.
Cardinality:, 1
IsDefault Mandatory Value shall'bé 1 (Is Default).
10.5.7 | CIM_ElementSettingData for resource pool
Table 156 lists the requirements for elements of this class. These requirements are in addition to those
specified in the CIM Schema and in the Resource AllocationProfile described in clause 5.
Table 156 — Association: CIM_ElementSettingData
Elements Requirement Notes
ManaggdElement Mandatory, Key: Value shall reference the
CIM_ResourcePool instance that
represents a child resource pool.
Cardinality: 1
SettingPata Mandatory Key: Value shall reference the RA$D
instance that represents corresponfing

the resource allocation request.

Cardinality: 1

274

© ISO/IEC 2014 - All rights reserved



https://iecnorm.com/api/?name=c6179886aed84d232a428ce3db6acc42

ISO/IEC 19099:2014(E)
INCITS 483-2012

10.5.8 CIM_HostedDependency
The implementation of the CIM_HostedDependency association is optional.

Table 157 lists the requirements for elements of this association. These requirements are in addition to
those specified in the CIM Schema and in the Resource Allocation Profile described in clause 5.

Table 157 — Association: CIM_HostedDependency

Elements Requirement Notes

Antececllent Mandatory Key: Value shall reference the,instince of
the CIM_LogicalDevice class that
represents a dedicated host device.

Cardinality: 0..1

Dependent Mandatory Key: Value shall reference the instgnce of
the CIM_LogicalDevice class that
represents @ virtual device.

Cardinatity: 0..1

10.5.9 | CIM_LogicalDisk for virtual disk
The implementation of the CIM_LogicalDisk class for the representation of virtual disks is conditignal.

Conditiop: The profile described in this clause is implemented for the allocation of storage extents; see
10.2.2.

Table 158 lists the requirements for elements of this\class in addition to those specified for the
implementation of the CIM_StorageExtent class for the representation of virtual disks; see 10.5.17.

Table 158 — Class: CIM_LogicalDisk (Virtual System)

Elements Reguirement Notes

Name Mandatory See 10.2.9.2.3.
NameFprmat Mandatory See 10.2.9.2.4.
NameNpmespace Mandatory See 10.2.9.2.5.

10.5.10] CIM_ReferencedProfile
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Table 159 lists the requirements for elements of this association. These requirements are in addition to
those specified in the CIM Schema and in DSP1033.
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Table 159 — Association: CIM_ReferencedProfile

Elements

Requirement

Notes

Antecedent

Mandatory

Key: Value shall reference the
CIM_RegisteredProfile instance that
represents an implementation of the
profile described in this clause.

Cardinality: 0..1

Dependent

Mandatory

Key: Value shall reference the

CIM_RegisteredProtile instance that
represents an implementation ef\the
scoping profile.

Cardinality: 0..1

10.5.11] CIM_RegisteredProfile

Table 160 lists the requirements for elements of this class. These requirementis are in addition to

specified in the CIM schema and in DSP1033.

Table 160 — Class: CIM_RegisteredRrofile

hose

Elements Requirement Notes

RegisteredOrganization Mandatory Value shall be 2 (DMTF).

RegisteyredName Mandatory Value shall be "Storage Resource
Virtualization".

RegisteredVersion Mandatory Value shall be "1.0.0".

10.5.12| CIM_ResourceAllocationSettingData for disk drive allocation information

The implementation of the CIM_ResourceAllocationSettingData class for the representation of dis

allocatiop information is conditional.

k drive

Conditiop: The profile described in this clause is implemented for the allocation of disk drives; seq 10.2.2.
Table 191 lists the requirements for elements of this class. These requirements are in addition to fhose
specified in the CIM_Sehiema and in the Resource Allocation Profile described in clause 5.
Table 161 — Class: CIM_ResourceAllocationSettingData

Elements Requirement Notes

InstancelD Mandatory Key.

ResourceType Mandatory See 10.2.8.3.1.

OtherResourceType Mandatory Value shall be NULL.

ResourceSubType Optional See 10.2.8.3.2.

PoollD Mandatory See 10.2.8.3.3.

ConsumerVisibility Optional See 10.2.8.3.4.

HostResource] ] Conditional See 10.2.8.3.5.
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Elements Requirement Notes

AllocationUnits Mandatory See 10.2.8.3.6.

VirtualQuantity Mandatory See 10.2.8.3.7.
VirtualQuantityUnits Mandatory EXPERIMENTAL; See 10.2.8.3.8.
Reservation Optional See 10.2.8.3.9.

Limit Optional See 10.2.8.3.10.

Weight Optional See 10.2.8.3.11.
AutomgticAtiocation Optionat See the Resource Affocatton Profii

described in clause 5.

AutomaticDeallocation Optional See the Resource Allocation ‘Profilg
described in clause 5.

Parent Optional See 10.2.8.3.12.

Connegdtion[ ] Optional See 10.2.8.3.13.

Addres: Optional See 10.2.83/14.

MappingBehavior Optional See 10(2.8:3.15.

10.5.13| CIM_ResourcePool

Table 192 lists the requirements

specified in the CIM Schema and in the Resource Allocation Profile described in clause 5.

for elements of this class. TheSe requirements are in addition to

Table 162 — Class:~CIM_ResourcePool

hose

Elements Requirement Notes
InstancglD Mandatory Key

PoollD Mandatory See 10.2.4.4.
Primordial Mandatory See 10.2.4.5.
Capacity Conditional See 10.2.4.7.
Reserved Optional See 10.2.4.6.
ResourgeType Mandatory See 10.2.4.2.
OtherResourceTypée Mandatory Value shall be NULL.
ResourgeSubType Optional See 10.2.4.3.
AllocatipnUnits Mandatory See 10.2.4.8.
MaxComstmeableReseotree Optienat See+0-24-9-
CurrentlyConsumedResource Optional See 10.2.4.10.
ConsumedResourceUnit Optional See 10.2.4.11.
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Table 163 lists the requirements for elements of this association. These requirements are in addition to
those specified in the CIM Schema and in the Resource Allocation Profile described in clause 5.

Table 163 — Association: CIM_SettingsDefineState

Elements

Requirement

Notes

ManagedElement

Mandatory

Key: Value shall reference the
CIM_ManagedSystemElement instance
representing the allocated virtual

resource.

Cardinality: 0..1

SettingPata

Mandatory

Key: Value shall refereneg the
CIM_ResourceAllocationSettingDafa
instance representing.the resource|
allocation.

Cardinality 0..1

10.5.15| CIM_StorageAllocationSettingData for storage allocation information

The implementation of the CIM_StorageAllocationSettingData class-for the representation of storage
allocatiop information is conditional.

Conditiop: The profile described in this clause is implemented for the allocation of storage extentg; see

10.2.2.

Table 164 lists the requirements for elements of this\.class. These requirements are in addition to fhose

specified in the CIM Schema and in the Resource\Allocation Profile described in clause 5.

Table 164 — Class; CIM_StorageAllocationSettingData

Elemerts Reguirement Notes

InstancelD Mandatory Key.

ResourgeType Mandatory See 10.2.8.4.1.

OtherResourceType Mandatory Value shall be NULL.

ResourgeSubType Optional See 10.2.8.3.2.

PoollD Mandatory See 10.2.8.3.3.

ConsunperVisibility Optional See 10.2.8.3.4.

HostRepoureel ] Conditional See 10.2.8.4.5.

AllocatipnUhits Mandatory See 10.2.8.4.6.

VirtualQuantity Optional for Q_SASD See 10.2.8.4.7.

Mandatory otherwise

VirtualQuantityUnit Mandatory See 10.2.8.4.8.

Reservation Optional See 10.2.8.4.9.

Limit Optional See 10.2.8.4.10.

Weight Optional See 10.2.8.3.11.

AutomaticAllocation Optional See the Resource Allocation Profile
described in clause 5.
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Elements Requirement Notes
AutomaticDeallocation Optional See the Resource Allocation Profile
described in clause 5.

Parent Optional See 10.2.8.3.12.
Connection[ ] Optional See 10.2.8.3.13.
Address Optional See 10.2.8.3.14.
MappingBehavior Optional See 10.2.8.3.15.
VirtualResourceBlockSize Mandatory See 10.2.8.4.16.
Access QOptional See 10284 17
HostRepourceBlockSize Mandatory See 10.2.8.4.18.
HostEx{entStartingAddress Optional See 10.2.8.4.19.
HostEx{entName Optional See 10.2.8.4.20.
HostEx{entNameFormat Conditional See 10.2.8.4.21.
OtherHpstExtentNameFormat Conditional See 10.2.8.4.22.
HostEx{entNameNamespace Conditional See 10.2.84,23.
OtherHpstExtentNameNamespace Conditional See 10,2:8.4.24.

10.5.16| CIM_StorageVolume for host storage volume

The implementation of the CIM_StorageVolume class for the-representation of host storage volumes is
conditional.

Conditiop: The storage resource aggregation feature is implemented; see 10.2.5.

Table 165 lists the requirements for elements of this-class.

Table 165 — Class: CIM _.StorageVolume for host storage volume

Elements Requirement Notes

Access Mandatory See CIM Schema description.
BlockSige Mandatory See CIM Schema description.
NumbefOfBlocks Mandatory See CIM Schema description.
Name Mandatory See CIM Schema description.
NameFprmat Mandatory See CIM Schema description.
NameNpmespace Mandatory See CIM Schema description.

10517 all W N oYy | Y'Y £ ek ] + s +
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See 10.2.9 for detailed implementation requirements for this class if it is used for the representation of
virtual disks.
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Table 166 lists the requirements for elements of this class.

Table 166 — Class: CIM_StorageExtent for virtual disks

Elements Requirement Notes

BlockSize Mandatory See 10.2.9.21.

NumberOfBlocks Mandatory Value shall reflect the number of blocks
available to the virtual system.

Name Mandatory Value may reflect the name of the virtual
disk.

NameFprmat Mandatory See CIM schema description:

NameNpgmespace Mandatory See CIM schema descriptian.

10.5.18] CIM_SystemDevice for host storage volumes
The implementation of the CIM_SystemDevice association for host storage-volumes is conditiona].
Conditiop: The storage resource aggregation feature is implemented; see-10.2.5.

Table 147 lists the requirements for elements of this association.

Table 167 — Association: CIM_SystemDevice for host storage volumes

Elements Requirement Notes

GroupJomponent Mandatory Key: Value shall reference an instancq of the
CIM_System class.
Cardinality: 1

PartComnponent Mandatory Key: Value shall reference the instancg of the

CIM_StorageVolume class.

Cardinality: *

10.5.19| CIM_SystemDeuvice for virtual resources

Table 168 lists the requirements for elements of this association.

Table 168 — Association: CIM_SystemDevice for virtual resources

Elements Requirement Notes

GroupCpmponent Mandatory Key: Value shall reference an instancq of the
CIM_ComputerSystem class representing the
virtual system.

Cardinality: 1

PartComponent Mandatory Key: Value shall reference the instance of the
CIM_LogicalDisk, CIM_StorageVolume,
CIM_StorageExtent or CIM_DiskDrive class
representing the virtual resource.

Cardinality: *
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11 Ethernet Port Resource Virtualization Profile
Profile Name: Ethernet Port Resource Virtualization

Profile Version: 1.0.0

Organization: DMTF

CIM Schema Version: 2.26

Central Class: CIM_ResourcePool

Scopind Class: CIM_System

The prof{le described in this clause is a component profile that defines the minimum object-model|needed
to provide for the CIM representation and management of the virtualization of Ethernet ports’and
connectipns.

Table 169 lists DMTF management profiles on which the Ethernet Port Resourcel\irtualization Profile
depends|.

Table 169 — Related profiles for the Ethernet Port Resource Virtualization Profile

Profile Name Organization Version Requirement ¢ | ‘Description

Resourde Allocation DMTF 1.1 Specializes The abstract profile that desciibes the
virtualization of resources
See clause 5.

Allocatign Capabilities DMTF 1.0 Specializes The abstract profile that describes

capabilities for resource allocation

See clause 7.

Profile Redqistration DMTF 1.0 Mandatory The profile that specifies regigtered
profiles

See DSP1033.

Ethernef Port DMTF 1.0 Optional The profile that specifies the
management of Ethernet Ports

See DSP1014.

11.1 Description

This subplause.contains informative text only It introduces the management domain addressed by the
profile d¢scribed in this clause and outlines the central modeling elements established for represgntation
and con$ol of the management domain.

11.1.1 General

In computer virtualization systems, virtual computer systems are composed of component virtual
resources. The profile described in this clause specializes the resource virtualization pattern as defined in
the Resource Allocation Profile described in clause 5. and the allocation capabilities pattern as defined in
the Allocation Capabilities Profile described in clause 7 for the representation and management of the
following types of resources:
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Ethernet adapters, designated by resource type value 10 (Ethernet Adapter). Ethernet adapters

are allocated to a virtual computer system.

Ethernet switch ports, designated by resource type value 30 (Ethernet Switch Port). Ethernet

switch ports are allocated to virtual Ethernet switches.

Ethernet connections, designated by resource type value 33 (Ethernet Connection). Ethernet
connections represent the connection (association CIM_ActiveConnection) between two
CIM_LANEnNdpoint instances that are associated to the instances of CIM_EthernetPort
representing either an Ethernet adapter or an Ethernet switch port.

The profile described in this clause references additional or specialized CIM elements and extends

constrainjts beyond those defined In the abstract profiles.

11.1.2

Figure 4
referenc
depende
simplicity
relations|

ElementConformsToProfile

Ethernet port resource virtualization class schema

| shows the class schema of the profile described in this clause. It outlines the’elements that are
bd and in some cases further constrained by the profile described in this clatse, as well gs the
ncy relationships between elements of the profile described in this clauseand other profiles. For
in diagrams, the CIM__ prefix has been removed from class and association names. Inh¢ritance
hips are shown only to the extent required in the context of the prafilédescribed in this clpuse.
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Figure 41 — Ethernet Port Resource Virtualization: Profile class diagram
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The profile described in this clause specializes the Resource Allocation Profile described in clause 5 and
the Allocation Capabilities Profile described in clause 7 by defining more specific adaptations for the
following classes and associations:

The CIM_ResourcePool class models the resource pools for Ethernet resources. The resource
pool is used to allocate the resources required to instantiate virtual Ethernet adapters and
Ethernet switch ports that are modeled by the CIM_EthernetPort class.

The CIM_ResourcePool class also models the resources required to describe a connection
between the LAN endpoints of an Ethernet adapter and an Ethernet switch port.

The CIM_Component association models the relationship between resource pools (with a type

of eithrer Ethermetadaptersor Ethermetswitchportyand-host Ethermet portsascomporments of
the resource pools.

The CIM_ElementAllocatedFromPool association models the relationship betweenresource
pools and the virtual Ethernet ports allocated from those pools.

The CIM_ResourceAllocatedFromPool association models the relationship:between a résource
pool and the resource allocations provided by the resource pool.

The CIM_HostedResourcePool association models the hosting dependency between a
resource pool and its host system.

The CIM_EthernetPort class models the following aspects of both an Ethernet adapter and an
Ethernet switch port:

—  CIM_EthernetPort as a device in the scope of a-system (computer system or virtug
Ethernet switch), as modeled by the CIM_SystemDevice association

—  CIM_EthernetPort as a result of an Ethernetadapter or Ethernet switch port resourice
allocation from a resource pool, as modeled by the CIM_ElementAllocatedFromPopl
association

—  CIM_EthernetPort as a componenitwithin Ethernet adapter or Ethernet switch port
resource pools, as modeled by:the CIM_Component association

The CIM_EthernetPortAllocationSettingData class is a subclass of the
CIM_ResourceAllocationSettingData class and models

—  Ethernet adapter resqurce allocations or allocation requests
—  Ethernet switchtport resource allocations or allocation requests

—  Ethernet conneéction allocations or allocation requests. Ethernet connection resourge
allocations-er allocation requests represent an allocation request for the connection
betweénia pair of CIM_LANEnNdpoint instances or a current allocation of the described
conneéction.

The-CIM_ElementSettingData association between the classes CIM_EthernetPort and
GIM-EthernetPortAllocationSettingData models the relationship between an Ethernet agapter
represented by the class CIM EthernetPort and an Ethernet connection allocation reprdasented

by the class CIM_EthernetPortAllocationSettingData. This use of the association is in
compliance with a simple allocation as described in the Resource Allocation Profile described in
clause 5.

The CIM_AllocationCapabilities class and the CIM_ElementCapabilities association model:

— the resource allocation capabilities of the host system and/or a resource pool for resource
types 10 (Ethernet Adapter) or 30 (Ethernet Switch Port)

— the mutability of existing allocations for resource types 10 (Ethernet Adapter) or 30
(Ethernet Switch Port)
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— the allocation capabilities of the host systems and/or resource pools for resource type 33
(Ethernet Connection)

— the mutability of existing allocations for resource type 33 (Ethernet Connection)

In general, any mention of a class in this document means the class itself or its subclasses. For example,
a statement such as “an instance of the CIM_LogicalDevice class” implies an instance of the
CIM_LogicalDevice class or a subclass of the CIM_LogicalDevice class.

11.1.3 Resource pools

The profile described in this clause applies the concept of resource pools defined in the Resource
Allocation Profile described in clause 5 to resource types 10 (Ethernet Adapter), 30 (Ethernet Switch
Port), and 33 (Ethernet Connection).

The prof]le described in this clause uses the Ethernet port resource pool as the focal paint for Ethernet
adapter gnd Ethernet switch port allocations. These are respectively allocated to virtual’'computer
systems|as defined in the Virtual System Profile described in clause 12 and Ethernetswitches as|defined
in the Virtual Ethernet Switch Profile described in clause 14.

The prof{le described in this clause uses Ethernet connection resource pools<are the focal point fqr the
allocatiop of Ethernet connections. These are allocated to establish the ¢onnection between the LAN
Endpoin{s associated to an Ethernet adapter and that implemented by‘an Ethernet switch port.

11.1.3.1 General

The prof{le described in this clause applies the concept of reSource pools defined in 5.1.1.2 to the
following resource types:

¢ | Resource type 10 (Ethernet Adapter) designates Ethernet adapter resource pools that represent
resources for the allocation of Ethernet adapters for the use by virtual systems; allocatefd
Ethernet adapters are represented by CIM_EthernetPort instances.

o | Resource type 30 (Ethernet Switch\Rort) designates Ethernet switch port resource pool$ that
represent resources for the allocation of Ethernet switch ports for use by virtual Ethernet
switches; allocated Ethernet.switch ports are represented by CIM_EthernetPort instances.

¢ | Resource type 33 (EthepnetConnection) designates Ethernet connection resource poolf that
represent resources for the allocation of connections between an Ethernet adapter that s a
resource of a virtual system and an Ethernet switch port that is a resource of a virtual Ethernet
switch.

The resqurce type of atresource pool governs the resource types that are allocated from the resotrce
pool. The type of hest resources that are aggregated by a resource pool may differ from the resoyrce type
of the pdol. For example, a resource pool with a resource type of 10 (Ethernet Adapter) supports the
allocatio of virtual Ethernet adapters. However, the resources that are aggregated by that resource pool
may be o¢f a different type; for example, the resource pool might simply represent connectivity to gn
external jnetwork.

11.1.3.2 Representation of host resources

Resource pools for Ethernet adapters or Ethernet switch ports represent host resources that enable the
allocation of respective virtual devices, namely virtual Ethernet adapters or virtual Ethernet switch ports;
resource pools for Ethernet connections represent host resources that enable the allocation of virtual
Ethernet connections. However, the explicit representation of the host resources aggregated by a
resource pool is optional. In some cases, implementations may explicitly represent the host resources,
such as host Ethernet adapters or host Ethernet switch ports. In other cases, implementations may
choose not to explicitly represent the host resources aggregated by a resource pool. For example, an
implementation for the representation and management of virtual Ethernet connections is not required to
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explicitly model the host resources that support the virtual Ethernet connections; instead, in this case, the
resource pool is the sole model element that represents the Ethernet connection capacity assigned for
the support of (allocated) virtual Ethernet connections and the capacity that is still available for the
allocation of new Ethernet connections.

11.1.4 Resource allocation

This subclause describes how the profile described in this clause models resource allocations and
resource allocation requests for Ethernet resources.

11.1.4.1 General

The prof{le described in this clause specializes the concept of virtual resource allocation defined’ip 5.1.3
to resoulce types 10 (Ethernet Adapter) and 30 (Ethernet Switch Port), both modeled by thé
CIM_EtHernetPort class.

The prof]le described in this clause specializes the concept of simple resource allocation defined |n 5.1.2
to resoufce type 33 (Ethernet Connection). Simple resource allocation implies that the result of the
allocatiof is not represented by a CIM_LogicalDevice instance.

11.1.4.2 Ethernet resource allocation for virtual ethernet switches

Figure 4P shows an example of the allocation of an Ethernet switch portto a virtual switch. The upper part
of Figurg 42 shows a static allocation request of a virtual Ethernet switch port to a virtual Ethernef switch,

applying|the concept of virtual resource allocation as specified.if/5.2.2. The lower part of Figure 42 shows
the virtual switch with the allocated Ethernet switch port.
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Before Ethernet Switch Port Allocation to Virtual Ethernet Switch

ECPool1 : ResourcePool

Primordial = True

ResourceType = 33 (Ethernet Connection)
MaxConsumableResource = 0
CurrentlyConsumedResource = 0

HostedResourcePool

HostedDependency

HOST : System

HostedResourcePool

Virtualization Host
VSPPool1 : ResourcePool
Primordial = True
ResourceType = 30 (Ethernet Switch Port)
MaxConsumableResource = Null
CurrentlyConsumedResource = Null

SystemComponent

VES1 : ComputerSystem —

=<

Dedicated = 38 (Ethernet Switch)

ES1STATE : VirtualEthernetSwitchSettingData |, E:

o

\VirtualSystemType = "DMTF:VirtualEthernetSwitch"

/AssociatedResourcePool = ECPOOL1

ES1DEF : VirtualEthernetSwitchSettingData

VirtualSystemType = "DMTF:VirtualEthernetSwitch"
AssociatedResourcePool = ECPOOL1

Virtual Switch

“State” Virtual Switch Configuration

VSP1DEF : EthernetPortAllocatiohSettihgData

ResourceType = 30 (EtherfigtSwitch Pert)
Parent = ECPool1
PoollD = VSPPool1
HostResource = Null

‘Defimed” Virtual Switch Configuration

After Ethernet Switch Port Allocation to Virtual Ethernet Switch

Vigualgattn Host

VSPPool1 : ResourcePool

Max{ConsumableResource = 1
CurtentlyConsumedResource = 0

HostedResourcePool
ECPool1 : ResourcePool HOST : System
Prinfordial = True
RespurceType = 33(EthernetConnection
P ( )| HostedDependency ElementAllocatedFromPgol

Primordial = True
ResourceType = 30 (Virtual Switch Pprt;
MaxConsumableResource = Null

CurrentlyConsumedResource = Null

Component

[ SystemComponent

ES1 : ComputerSystem
Dedicated = 38 (Ethernet Switch) [—SPS—

ES1DEF : VirtualEthernetSwitchSettingData

SystemDevice

———

ESP1 : EthernetPort

ES1STATE : VirtdalEthernetSwitchSettingData J\_L
VirtualSystemType'= "DMTF:VirtualEthernetSwitch"

AssociatedResourcePool = ECPOOL1

VirtualSystemType = "DMTF:VirtualEthgrnetSwitch"

ESD

AssociatedResourcePool = ECPOOL1

Compenent

Component

VSP1STATE : EthernetPortAllocationSettingData

VSP1DEF : EthernetPortAllocationSettihgData

Virtual Switch With néW switch port

ResourceType = 30(Ethernet Switch Port)
Parent = ECPool1

PoollD = VSPPool1

HostResource = Null

ResourceType = 30 (Ethernet Switch Pgrt)
Parent = ECPool1
PoollD = VSPPool1

HostResource = Null

“State” Virtual Switch Configuration

‘Defined” Virtual Switch Configufation

In the e

Figure 42 — Virtual ethernet switch port allocation

mplp shown in Figurp 42 the virtual Fthernet switch is rpprpepnmd hy the

CIM_ComputerSystem instance VES1, as specified in the Virtual Ethernet Switch Profile described in
clause 14. Once allocated, an Ethernet switch port is represented by a CIM_EthernetPort instance and a
related CIM_LANEnNdpoint instance that is associated through an instance of the
CIM_DeviceSAPImplementation association and represents the provided LAN endpoint.

In the example shown in Figure 42, the CIM_EthernetPortAllocationSettingData instance VSP1DEF
represents an allocation request of an Ethernet switch port (resource type 30 [Ethernet Switch Port] ) from
the resource pool represented by VSPPOOL1. The value of the Parent property in VSP1DEF identifies
the Ethernet connection resource pool represented by ECPOOL1 to provide the connection at allocation

time.
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The result of the allocation is shown in the lower half of Figure 42. An Ethernet switch port represented by
the CIM_EthernetPort instance ESP1 has been allocated from the resource pool represented by
VSPPOOLA1, as shown through the instance of the CIM_ElementAllocatedFromPool association. ESP1 is
associated with the CIM_ResourcePool instance ECPOOL1 through an instance of the
CIM_ConcreteComponent association. This association represents the availability of the switch port for
the allocation of Ethernet connections from the pool. Notice also that the addition of an Ethernet switch
port is reflected by incrementing the value of the MaxConsumableResource property.

11.1.4.3 Ethernet resource allocation for virtual systems

Figure 43 shows an example of the allocation of Ethernet resources to a virtual system. The upper part of
of Figurg43shows aftocation requests foram Ethernet adapter and a refated static Ethernettonmection
for a virtpial system. The lower part of Figure 43 shows the virtual system with the allocated Etherpet
adapter and the allocated Ethernet connection.

NOTE |This is a typical example; however, it is possible to request only an Ethernet Connection)and receiyve an
implicitly allocated default Ethernet adapter as part of the Ethernet connection allocation. (See-the use case for the
simple connection of a virtual machine described in 11.4.1.5 and Figure 50.)
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Virtual System Before Ethernet Allocation
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Figure 43 — Instance Diagram: Ethernet adapter and Ethernet connection resource allocations
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11.1.4.4 Resource allocation request

The Ethernet connection and Ethernet adapter requirements of a virtual system are defined as part of its
"defined" virtual system configuration; see the Virtual System Profile described in clause 12 for the
specification of the "defined" virtual system configuration.

The "defined" virtual system configuration of a virtual system contains one or both of the following:

e  Ethernet adapter resource allocation requests represented as EASD instances with the value of
the ResourceType property set to 10 (Ethernet Adapter)

e  Ethernet connection resource allocation requests represented as EASD instances with the
vatueofthe RcauuwcTypu plUpUIty setto33 (Eﬂ rernet CUIIIIth;UII)

An exaniple of the CIM representation of an Ethernet Adapter resource allocation request and a rglated
Ethernefl Connection resource allocation request is shown in the upper right part of Figure'43.

The Ethgrnet switch port requirements of a virtual system switch are defined as partofits "defined" virtual
system donfiguration; see the Virtual Ethernet Switch Profile described in clause 14-for the specification of
the "defiped" virtual system configuration of virtual Ethernet switches.

=3

The "defjned" virtual system configuration of a virtual Ethernet switch contains’Ethernet switch po
resourcq allocation requests represented as EASD instances with the value'of the ResourceType
property|set to 30 (Ethernet Switch Port).

An exaniple of the CIM representation of an Ethernet switch port resource allocation request is sHown in
the upp€r right part of Figure 42.

11.1.45 Resource allocation

As a virtyal system is activated (or instantiated), Ethefnet adapters and Ethernet connections need to be
allocated as requested by Ethernet adapter and Ethernet connection resource allocation requestg in the
virtual system definition. These resource allocatigns are represented as EASD instances in the "sfate"

virtual system configuration; see the Virtual System Profile described in clause 12 for the specification of
the "statg" virtual system configuration.

An example of the CIM representation-of an Ethernet Adapter and Ethernet Connection resource
allocatiop is shown in the center part.of Figure 43.

As a virtpial Ethernet switch is ‘activated (or instantiated), Ethernet switch ports need to be allocated as
requestdd by Ethernet portresource allocation requests in the virtual system definition. These regource
allocatiops are represented as EASD instances in the "state" virtual system configuration; see thg Virtual
Ethernet| Switch Profileidescribed in clause 14 for the specification of the "state" virtual system
configuration of virtdal'Ethernet switches.

An example of<the CIM representation of an Ethernet switch port resource allocation is shown in the
center pTrt of.Eigure 42.

11.1.4.6  Virtual Ethernet adapter

A virtual Ethernet adapter is either the instantiation of the resources allocated from an Ethernet adapter
resource pool or instantiated as a side effect of an Ethernet connection allocation. The Ethernet adapter
is represented with an instance of CIM_EthernetPort associated to the virtual system with
CIM_SystemDevice.

In the example shown in Figure 43, the virtual Ethernet adapter was allocated from EA_Pool1 and is
represented by the CIM_EthernetPort instance EA1 as part of the virtual system (VS1) representation.
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11.1.4.7 Ethernet connection

A virtual Ethernet connection is the instantiation of resources allocated from an Ethernet connection
resource pool. The allocation represents an allocation to connect an Ethernet adapter to an Ethernet
switch port. A virtual Ethernet connection is not exposed to a virtual system through a logical device;
however, a virtual Ethernet connection is represented by an instance of the CIM_ActiveConnection
association between the CIM_LANEnNdpoint instance implemented by an Ethernet adapter and the
CIM_LANEnNdpoint instance implemented by an Ethernet switch port. An Ethernet connection allocation
can represent the connection between specific Ethernet adapter and Ethernet switch port instances, or
the allocation could include the instantiation of an Ethernet adapter and/or an instantiation of an Ethernet
switch port as part of the Ethernet connection allocation.

An example of the CIM representation of an Ethernet connection allocation is shown by the
CIM_ActiveConnection association between the two CIM_LANEnNdpoint instances in Figure@3.

11.1.4.8| Virtual Ethernet switch port

A virtual [Ethernet switch port is the instantiation of resources allocated from an Ethernet switch port
resourcq pool or instantiated as part of an Ethernet connection allocation. The Ethernet switch port is

represerjted with an instance of CIM_EthernetPort and associated to the CIM, ComputerSystem ipstance
represerjting the virtual Ethernet switch with CIM_SystemDevice.

In the eample shown in Figure 42, an allocated Ethernet switch port is-represented by the
CIM_EtHernetPort instance ESP1 as part of the virtual Ethernet swjtch representation.

11.2 Implementation

This subglause provides normative requirements related. to-the arrangement of instances and properties
of instanges for implementations of the profile described'in this clause.

11.2.1 | Common requirements
The CIM Schema descriptions for any referenced element and its sub-elements apply.

In references to properties of CIM classes that enumerate values, the numeric value is normativeland the
descriptije text following it in parenthéses is informative. For example, in the statement "The valug of the
ConsumerVisibility property shall be)3 (Virtualized)", the value "3" is normative text and "(Virtualized)" is

informative text.

11.2.2 | Resource types
This subglause spegifies the resource types that are addressed by the profile described in this clguse.

The prof{le described in this clause may be implemented for the allocation of two principal resourge types:
Ethernet| ports and Ethernet connections. An Ethernet port is an Ethernet connection endpoint. Ethernet
ports arg further distinguished as Ethernet adapters and Ethernet switch ports. Ethernet adapters|are

Eth Hoaortevadathin viartiial ovictame and Etharnat cvitcoh nartc ara Tiharnat narto vaithin v aetiial o :'t h
ernet-pers-within-virtual-systems-and-Ethernet-switch-perts-are-Ethernet-ports-withinvirtuak-switches.

11.2.3 Host resources

This subclause specifies requirements for the representation of host resources.
11.2.3.1 Host Ethernet adapters

The implementation of the representation of host Ethernet adapters is optional.

If implemented, the provisions in this subclause apply.
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Each host Ethernet adapter shall be represented by exactly one CIM_EthernetPort instance. The
CIM_EthernetPort instance shall be associated with the CIM_System instance that represents the host
system through an instance of the CIM_SystemDevice association.

11.2.3.2 Host Ethernet switch ports
The implementation of the representation of host Ethernet switch ports is optional.
If implemented, the provisions in this subclause apply.

Each host Ethernet switch port shall be represented by exactly one CIM_EthernetPort instance. The
CIM_Et ernetPort shall he associated with either the CIM_qutpm instance that represents the host
system qr the CIM_ComputerSystem instance that represents a virtual Ethernet switch hosted by|the host
system through an instance of the CIM_SystemDevice association.

11.2.4 | Resource pool management feature

The implementation of the resource pool management feature is optional.

profile déscribed in this clause does not specify specializations or extensions of resource pool

If impler%:anted, the specifications of the Resource Allocation Profile described\in/clause 5 apply; fhe
ent beyond those defined by the Resource Allocation Profile described (clause 5).

manage

11.2.5 | Resource pools

This subglause adapts the CIM_ResourcePool class for the representation of Ethernet adapter resource
pools, Efhernet switch port resource pools, and Ethernet connection resource pools.

11.25.1 ResourceType property

=)

The value of the ResourceType property shall denote the type of resources that are provided by t
resourcg pool, as follows:

e

e | For resource pools supporting onlythe allocation of Ethernet adapters, the value of the
ResourceType property shall be 10 (Ethernet Adapter).

e | For resource pools suppotting only the allocation of Ethernet switch ports, the value of the
ResourceType property'shall be 30 (Ethernet Switch Port).

e | For resource pools:supporting only the allocation of Ethernet connections, the value of the
ResourceType pfoperty shall be 33 (Ethernet Connection).

11.25.2 ResourceSubtype property
The implementation of the ResourceSubtype property is optional.

If the RepaureceSubtype property is implemented, the provisions in this subclause apply.

The value of the ResourceSubtype property shall designate a resource subtype. The format of the value
shall be as follows: "<org-id>:<org-specific>". The <org-id> part shall identify the organization that defined
the resource subtype value; the <org-specific> part shall uniquely identify a resource subtype within the
set of subtypes defined by the respective organization.

11.2.5.3  AllocationUnits property

If the allocation of Ethernet ports or Ethernet connections is based on bandwidth, the value of the
AllocationUnits property shall be set to “bits per second” or a multiple thereof. The AllocationUnits
property is a programmatic unit as specified in Annex C of DSP0004.
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If the allocation of Ethernet ports is implemented based on the number of passed-through Ethernet ports,

the value of the AllocationUnits property shall be set to "count" (the count of passed-through host
Ethernet ports).

If the allocation of Ethernet connections is implemented based on the number of Ethernet connections,
the value of the AllocationUnits property shall be set to "count” (the count of Ethernet connections).

11.2.5.4  Reserved property
The implementation of the Reserved property is optional.

If the Reserved praperty is implemented the following pravisions apply-

o | If the value of the AllocationUnits property is (a multiple of) “bits per second the value'of the
Reserved property shall reflect the amount of Ethernet bandwidth that is actually-reserved from
the resource pool.

. If the value of the AllocationUnits property is "count”, the value of the Reserved property shall
denote the number of host Ethernet ports or the number of Ethernet connections that are
actually reserved from the resource pool.

11.2.5.5| Capacity property
The implementation of the Capacity property is conditional.

Conditign: The aggregation of host Ethernet ports into Ethernet port resource pools is implemenied;
see 11.24.

If the Capacity property is implemented, the following provisions apply:

e | If the value of the AllocationUnits property is(a multiple of) "bits per second" (see DSPJ004),
the value of the Capacity property shall reflect the maximum aggregate amount of Ethefnet
bandwidth represented by the resource-pool. If the resource pool has unlimited capacity|, the
value of the Capacity property shall-be set to the largest value supported by the uint64 datatype.

e | If the value of the AllocationUnits_ property is "count”, the value of the Capacity property|shall
reflect the maximum number.of host Ethernet ports or the maximum number of Etherne
connections represented. by:the resource pool.

11.2.5.6 MaxConsumableResource property
The implementation of the MaxConsumableResource property is conditional.

Conditign: The resofirce pool supports the direct or exclusive allocation of a finite number of hos
resourcels.

virtual Efhernet adapters, virtual Ethernet switch ports, or virtual Ethernet connections that can be
allocated

If impler:{ented, the value of the MaxConsumableResource property shall reflect the total number|of

infotal from a resource nool
Ll

11.2.5.7 ConsumedResourceUnits property
The implementation of the ConsumedResourceUnits property is conditional.

Condition: The MaxConsumableResource property or the CurrentlyConsumedResource property is
implemented.

If implemented, the value of the ConsumedResourceUnits property shall be set to "count".
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11.25.8

The impl

CurrentlyConsumedResource property

ementation of the CurrentlyConsumedResource property is conditional.

Condition: The MaxConsumableResource property is implemented.

If implemented, the value of the CurrentlyConsumableResource shall reflect the total number of virtual
Ethernet adapters, virtual Ethernet switch ports or virtual Ethernet connections that are currently allocated

from the

11.25.9

resource pool.

Instance requirements

CIM_RegourcePool instance shall be associated with the CIM_System instance representing'the

hosting

11.25.1
The imp
Conditig

Granulal
resourcs

The pref
CIM_Re
the storg
feature i

NOTE
intime; h
supporteq

11.2.6
This sub

11.26.1

NOTE T
allocation

Impleme
pattern 3

Impleme
pattern 3

Each Et}ernet port resource pool shall be represented by exactly one CIM_ResourcePool instang

e resource pool through an instance of the CIM_HostedPool association.

) Resource aggregation feature
ementation of the resource aggregation feature is conditional.
n: The resource pool management feature is implemented; see 8.2:7.

rity: If implemented, the resource aggregation feature may becseparately supported for ¢
pool.

brred feature discovery mechanism is to resolve the CIM’ Component association from th
sourcePool instance to CIM_ManagedElement instanees representing aggregated resou
ge resource pool. If the resulting set of CIM_ManagedElement instances is not empty, th
5 supported.

If the result set is empty, the feature may still be-stupported, but no resources are aggregated at th
bwever, if aggregated resources for a particularresource pool were ever exposed, then the feature
even if at a later point in time no resources. are aggregated.

Resource allocation

clause details requirements forthe representation of resource allocation information.

General

he Resource AllocatienProfile described in clause 5 specifies two alternatives for modeling resour
simple resource allecation and virtual resource allocation.

s defined in 5.2.3 for resource types 33 (Ethernet Connection).

e. The
System

Aach

e
ces of

At point
is still

ntations of the profile described in this clause shall implement the virtual resource allocation
s defined-n(5.2.2 for resource types 10 (Ethernet Adapter) and 30 (Ethernet Switch Port).

ntations of the profile described in this clause shall implement the simple resource allocation

11.2.6.2

Flavors of allocation settings data

Details about the various flavors of allocation settings data are provided as follows:

Resource allocation requests are described in 11.1.4.4.

Resource allocations are described in 11.1.4.5.

Settings that define the capabilities or mutability of managed resources are described in the
Allocation Capabilities Profile described in clause 7, which specifies a capabilities model that
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conveys information about the capabilities and the mutability of managed resources in terms of
RASD instances (or instances of subclasses of RASD such as EASD).

e  Parameters in operations that define or modify any of the previous representations in this list
are described in the System Virtualization Profile (see clause 6), which specifies methods for
the definition and modification of virtual resources. These methods use RASD instances (or
instances of subclasses of RASD, such as EASD) for the parameterization of resource-
allocation-specific properties.

Table 170 lists acronyms that are used in subclauses of 11.2.6 in order to designate EASD instances that
represent various flavors of allocation settings data.

Table|[170 — Acronyms for EASD adapted for the representation of various flavors of allg

data

cation

Acronym

Flavor

Q_EAS|

U

EASD adapted for the representation of Ethernet adapter resource alloeation requests,
Ethernet switch port resource allocation requests, or Ethernet connection’ resource allo
requests

ation

R_EASP

EASD adapted for the representation of Ethernet adapter resource allocations, Etherne
port resource allocations, or Ethernet connection resource allocations

switch

C_EASp

+ EASD adapted for the representation of settings that déefine capabilities of systems

resource pools for Ethernet adapter resources, or¢hat define the mutability of Etherpet

adapter resource allocations or Ethernet adapter resource allocation requests

» EASD adapted for the representation of settings that define capabilities of systems

resource pools for Ethernet switch port fesources, or that define the mutability of Ethernet

switch port allocations or of Ethernetéswitch port allocation requests

+ EASD adapted for the representation of settings that define capabilities of systems
resource pools, or that define the.mutability of Ethernet connection resource allocati
Ethernet connection resourceiallocation requests

r

r

r
ons or

D_EASD

EASD adapted for the representation of new Ethernet adapter resource allocation requ
method parameter valuesi_new Ethernet switch port resource allocation requests in me
parameter values, or new Ethernet connection resource allocation requests in method
parameter values as'defined in the System Virtualization Profile described in clause 6

psts in
hod

M_EASD

EASD adapted.forthe representation of modified Ethernet adapter resource allocations|
Ethernet adapter resource allocation requests, EASD adapted for the representation of
modified Ethernet switch port resource allocations or Ethernet switch port resource allo
requests,or EASD adapted for the representation of modified Ethernet connection reso
allocations or Ethernet connection resource allocation requests in method parameter v4
defined in the System Virtualization Profile described in clause 6

or

Cation
urce
lues as

Subclauges of 11:2.6 detail implementation requirements for property values in EASD instances.
cases reguirements apply to only a subset of the flavors listed in Table 170; this is marked in the
through the.use of respective acronyms.

n some
ext

11.2.6.2.1

CIM_EthernetPortAllocationSettingData properties

This subclause defines rules for values of properties in instances of the
CIM_EthernetPortAllocationSettingData (EASD) class representing Ethernet port and Ethernet conection
allocation information.

11.2.6.2.1.1 ResourceType property

The value of the ResourceType property shall denote the type of resources that are provided by the
resource pool, as follows:
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e  Forresource pools supporting the allocation of Ethernet adapters, the value of the
ResourceType property shall be 10 (Ethernet Adapter).

e  Forresource pools supporting the allocation of Ethernet switch ports, the value of the
ResourceType property shall be 30 (Ethernet Switch Port).

e  Forresource pools supporting the allocation of Ethernet connections, the value of the
ResourceType property shall be 33 (Ethernet Connection).

11.2.6.2.1.2 ResourceSubType property

The implementation of the ResourceSubType property is optional.

If the RepourceSubType property is implemented, the provisions in this subclause apply.

The value of the ResourceSubType property shall designate a resource subtype. The formhatof the value
shall be ps follows: "<org-id>:<org-specific>". The <org-id> part shall identify the organization thay defined
the resolirce subtype value; the <org-specific> part shall uniquely identify a resource subtype within the

set of suptypes defined by the respective organization.

11.2.6.2]1.3 PoollD property

The value of the PoollD property shall identify the current or desired resaurce pool. The special value
NULL shall indicate the use of the host system’s default resource pool.for the selected resource type.

11.2.6.2]1.4 ConsumerVisibility property

The value of the ConsumerVisibility property shall denote either’if a host resource is directly passgd
through o the virtual system as a virtual resource, or if theresource is virtualized. Values shall bd set as
follows:

e | Avalue of 2 (Passed-Through) shall denote -that the host resource is passed-through.
e | Avalue of 3 (Virtualized) shall denote;that the virtual resource is virtualized.

e | Onlyin instances of { Q_RASD | D"RASD | M_RASD }, the special value NULL shall bg used if
the represented resource allocation request does not predefine which kind of consumer]visibility
(passed-through or virtualized)is requested.

Other values shall not be used.
11.2.6.2J1.5 AllocationUnits\property

The value of the AllocationUnits property shall be set according to the rules defined in 11.2.5.3.

NOTE |The units defined by the value of the AllocationUnits property apply to the values of the Reserved pnd Limit
propertieg; the AllocationUnits property does not apply to the value of the VirtualQuantity property.

11.2.6.2]1.6 ‘HostResource[ ] array property

The implementation of the HostResource[ [ array property 1S conditionat.

Condition: One of the following:
e The implementation of the ResourceType property supports the value 33 (Ethernet Connection).

o The implementation of the ResourceType property supports the values 10 (Ethernet Adapter) or
30 (Ethernet Switch Port), together with values 3 (Dedicated), 4 (Soft Affinity), or 5 (Hard
Affinity) for the MappingBehavior property.

If the HostResource[ ] array property is implemented, the provisions in this subclause apply.
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If the value of the ResourceType property is 33 (Ethernet Connection), the value of the HostResource] ]
array property shall refer to one of the following:

o Exactly one CIM_EthernetPort instance that represents a specific target Ethernet switch port

¢ Exactly one CIM_ComputerSystem instance that represents a specific target Ethernet switch

If the value of the ResourceType property is 10 (Ethernet Adapter) or 30 (Ethernet switch port), in the
cases of Q_EASD, C_EASD or M_EASD the following provisions apply:

e If the value of the MappingBehavior property is 3 (Dedicated), the value of the HostResource] ]
array property shall refer to one or more CIM_EthernetPort instances that represent host

o | If the value of the MappingBehavior property is 4 (Soft Affinity), the value of the HostRegource] ]
array property shall refer to one or more CIM_EthernetPort instances that represent Ethernet

adapter(s) or Ethernet switch port(s) preferably to be used for the allocatiop.efithe virtug!
Ethernet adapter or virtual Ethernet switch port.

¢ | If the value of the MappingBehavior property is 5 (Hard Affinity), the value of the
HostResource[ ] array property shall refer to one or more CIM_EthefnetPort instances that

represent Ethernet adapter(s) or Ethernet switch port(s) exclusively to be used for the allocation
of the virtual Ethernet adapter or virtual Ethernet switch port.

If the valpe of the ResourceType property is 10 (Ethernet Adapter)©r'30 (Ethernet switch port), in[the
cases offR_EASD, C_EASD or M_EASD the following provisions apply:

e | If the value of the MappingBehavior property is 3 (Dedicated), 4 (Soft Affinity), or 5 (Har
Affinity), the value of the HostResource][ ] array property shall refer to one or more

CIM_EthernetPort instances that represent a host Ethernet adapter or a host Ethernet switch
port that support the allocated virtual Ethernet adapter or virtual Ethernet switch port.

O

11.2.6.2]1.7 VirtualQuantity property

If the value of the ResourceProperty is 10 (Ethernet Adapter) or 30 (Ethernet Switch Port), then the value
of the ViftualQauntity property shall be the-"count" of virtual Ethernet adapters or virtual Ethernet gwitch

ports thgt are requested (in the cases(of Q_EASD, D_EASD or M_EASD), allocated (in the case ¢f
R_EASD), or allowed (in the case(ofyC_EASD).

If the valpe of the ResourceRroperty is 33 (Ethernet Connection), then the value of the VirtualQayntity
property[shall be the "count" of virtual Ethernet connections that are requested (in the cases of Q| EASD,
D_EASD or M_EASD), allocated (in the case of R_EASD), or allowed (in the case of C_EASD).

11.2.6.2]1.8 Virtual@uantityUnits property

The VirtualQuantityUnits property shall be set to “count”.

11.2.6.2]1"9Reservation property

The implementation of the Reservation property is optional.

If the Reservation property is implemented, the value of the Reservation property shall denote the
reserved amount; a requested reserve or a supported reserve amount of Ethernet bandwidth; or the count
of Ethernet switch ports, Ethernet adapters, or Ethernet connections requested or supported in units of
AllocationUnits.

If the Reservation property is not supported, it shall have a value of NULL. This indicates that an amount
of host Ethernet bandwidth reserved for the use of the virtual system is not defined.
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11.2.6.2.

1.10 Limit property

The implementation of the Limit property is optional.

If the Limit property is implemented, the value of the Limit property shall denote either the maximum
amount of Ethernet bandwidth available or the count of Ethernet switch ports, Ethernet adapters, or
Ethernet connections requested or supported with regard to a virtual system in units of AllocationUnits.

The special value NULL shall indicate that a limit is not imposed.

11.2.6.2.

1.11 Weight property

The imp

If the W4
relation f

The spe
11.2.6.2
The imp
If the Pa

If the val
shall refe
indicate

If the val

If the Re

Q_EASL
adapter
Resourc

ementation or the Weight property 1s optional.

o other resource allocations from the same pool.

Cial value NULL shall indicate that a relative priority does not apply.
1.12 Parent property

ementation of the Parent property is optional.

rent property is implemented, the provisions in this subclause. apply.

r to the parent entity of the resource allocation, or shathbe NULL. The special value NUL|L
hat a parent entity of the resource allocation is notdefined.

ue of the ResourceType property is 30 (Ethernet.Switch Port) the following provisions appl

The Parent property may reference the desired, requested, allocated or allowed Etherngt

conform to the production WBEM -URI_UntypedinstancePath as defined in DSP0207.

sourceType property is 33 (Etherriet Connection), the following rules apply:

adapter to the assaciated virtual machine and an R_EASD instance with the ResourceTly
property value s€t 33 (Ethernet Connection). This R_EASD instance and the instantiatef
instance of CIM_EthernetPort shall be associated through an instance of
CIM_ElementSettingData.

Q_EASD: On allocation the provider shall instantiate an R_EASD instance with the

allocateq

to the production WBEM_URI_UntypedinstancePath as defined in DSP0207.

D_EASD: The parent property may contain a temporary ID string that is correlated to a
temporary ID string in the InstancelD property of a separate instance of D_EASD, where

ight property is implemented, its value shall denote the relative priority of a resourge\allogation in

ue of the ResourceType property value is 10 (Ethernet Adapter), the value of the Parent property

shall

Y.

connection resource pool that the allocated Ethernet switch port should be associated t¢ with
the CIM_ConcreteComponent association. The non-Null value of the Parent property shall

Q_EASD: If the Parent property is Null, on allocation the provider shall instantiate an ingtance of
CIM_EthernetPort and. any associated LAN and VLAN endpoints representing an Etherpet

pe

: If the Rarent property is not set to Null, then it shall specify an existing instance of an Ethernet

b Type’property set 33 (Ethernet Connection) with its Parent property denoting the corresponding
EtHernet Adapter R_EASD instance. Each non-Null value of the Parent property shall conform

the

ResourceType property is 10 (EthernetAdapter), instantiated as embedded instances in the

same ResourceSettings parameter of a CIM_VirtualizationManagementService
AddResourceSettings or DefineSystem method call. In this case the provider, as a result

of the

successful execution of the described method call, shall set the Parent property of the resultant
Ethernet connection Q_EASD instance Parent property to reference the resultant Ethernet
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adapter Q_EASD instance. In this case the Parent property shall conform to the production
WBEM_URI_UntypedinstancePath as defined in DSP0207.

R_EASD: If the Parent property is not Null, then the value of the Parent property shall reference
the R_EASD instance that represents the target virtual Ethernet Adapter. The non-Null value of
the Parent property shall conform to the production WBEM_URI_UntypedInstancePath as
defined in DSP0207.

1.13 Address property
ementation of the Address property shall be mandatory for R_EASD adaptations of

CIM_EthernetPortAllocationSettingData. In all other adaptations of

CIM_EtHernetPortAllocationSettingData the Address property is optional.

If the addiress property is implemented, the provision in this subclause applies. The value of\the Address
property|shall expose an address of the allocated resource that can be seen by the software runnjng in

the virtu
resourcs
non-null
MAC_Ad

If the Re
contain 4
Ethernet

If the Re
shall cor
Ethernet

If the Re
shall cor

The follo

11.2.6.2

| system (usually the guest operating system). That address shall be unique.atyleast within each
type of a virtual system. That address may change over the lifetime of the“allocated resqurce. A
value in the address property shall represent an Ethernet port identifier, most often the
dress of the port.

sourceType property is 10 (Ethernet Adapter), then a non-null value of the Address property shall
n Ethernet port identifier (usually the MAC_Address) for a requested, defined, or allocatgd
Adapter.

sourceType property is 30 (Ethernet Switch Port), then.a non-null value of the Address pfoperty
tain an Ethernet port identifier (usually the MAC_Address) for a requested, defined, or allocated
switch port.

sourceType property is 33 (Ethernet Connection), then a non-null value of the Address pfoperty
tain a network port identifier (usually the MAC_Address) for the target switch port.

wing rules apply:

Q_EASD: If the Address propertysis Null, on allocation the provider shall provide a uniqyie port
identifier in the Address property of the R_EASD instance that is instantiated as a resul{ of the
allocation. If the parent propéerty is not null the provider shall use the value in the Addresgs
property to set the Addréss property in the R_EASD instance that is instantiated as a refsult of
the allocation.

R_EASD: The value of the Address property shall reference the network port identifier gf the
target EthernetPort representing a virtual Ethernet adapter or virtual Ethernet switch.

D_EASD,MIEASD: A non-null value of the Address property shall contain a string thatjis the
requested network port identifier for an Ethernet adapter, Ethernet switch port, or connection to
an Ethernet switch port.

1.344nstancelD property

If CIM_EthernetPortAllocationSettingData property matches 10 (Ethernet Adapter), the following rule

applies:

D_EASD: The InstancelD property may contain a temporary ID string that is correlated to a

tem

porary ID string in the Parent property of a separate instance of D_EASD where the

ResourceType property is 33 (Ethernet Connection), instantiated as embedded instances in the
same ResourceSettings parameter of a CIM_VirtualizationManagementService
AddResourceSettings or DefineSystem method call.

NOTE

The D_EASD only exists as an embedded instance in a CIM_VirtualizationManagementService

AddResourceSettings or DefineSystem method call.
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11.2.6.2.1.15 Connection [ ] array property
The implementation of the Connection[ ] array property is optional.

If the Connection[ ] array property is implemented and the ResourceType property is set to 30 (Ethernet
Switch Port) or 33 (Ethernet Connection), its value shall identify one or mode VLANs through their
VLANIDs. The Connection[ ] array property shall contain exactly one VLANID if the value of the
DesiredVLANENndPointMode property is 2 (Access). The Connection[ ] array property shall contain zero or
more VLANIDs if the value of the DesiredVLANEndPointMode property is 5 (Trunk).

11.2.6.2.1.16 MappingBehavior property

The implementation of the MappingBehavior property is optional.

If the MappingBehavior property is implemented, its value shall denote how host resources,referenced by
elements in the value of HostResource[ ] array property relate to the Ethernet port resousce’allocation.
The following rules apply:

e | R_EASD only:

— Avalue of 3 (Dedicated) shall indicate that the represented resource allocation is provided
by host resources, as referenced by the value of the HostResource][ ] array property, that
are exclusively dedicated to the virtual system.

— Avalue of 4 (Soft Affinity) or 5 (Hard Affinity) shall indicate that the represented reqource
allocation is provided using the host EthernetPort resource as referenced by the vglue of
the HostResource[ ] array property.

—  Other values shall not be used.
e | Q EASD, D EASD, M_EASD only:

— Avalue of 0 (Unknown) shall indicate(that the resource allocation request or modification
does not require specific host resaurces.

— Avalue of 3 (Dedicated) shall indicate that the resource allocation request or modification
shall be provided by exclusively dedicated host resources as specified through the|value of
the HostResource[ ] array property.

— Avalue of 4 (Soft Affinity) shall indicate that the resource allocation request or modification
shall preferably be provided by host resources as specified through the value of the
HostResource[ J\array property, but that other resources may be used if the requedted
resources areynot available.

—  Avalueof'®’/(Hard Affinity) shall indicate that the resource allocation request or
modification shall preferably be provided by host resources as specified through the value
of the.\HostResource[ ] array property and that other resources shall not be used if the
requested resources are not available.

-/ ,~Other values shall not be used.

The special value NULL shall indicate that a further qualification of the value of the HostResource[ ] array
property through the value of the MappingBehavior property is not defined.

11.2.6.2.2 Instance requirements

This subclause details resource allocation-related instance requirements.
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11.2.6.2.2.1 Representation of resource allocation requests

Each Ethernet adapter resource allocation request shall be represented by a Q_EASD instance; the
provisions of 11.5.9 apply.

Each Ethernet switch port resource allocation request shall be represented by a Q_EASD instance; the
provisions of 11.5.19 apply.

Each Ethernet connection resource allocation request shall be represented by a Q_EASD instance; the
provisions of 11.5.14 apply.

11.2.6.2.2.2 Representation of resource allocations

Each Ethernet adapter resource allocation shall be represented by an R_EASD instance; the lproyisions
of 11.5.10 apply.

Each Ethernet switch port resource allocation shall be represented by an R_EASD instance; the
provisions of 11.5.20 apply.

Each Ethernet connection resource allocation shall be represented by an R_EASD instance; the
provisions of 11.5.15 apply.

The R_HASD instance shall be associated to the Q_EASD instance representing the corresponding
resourcq allocation request (see 11.1.4.4) through an instance of the CIM_ElementSettingData
associatjon; the provisions of 11.5.5 apply.

The R_HASD instance shall be associated to the CIM_ResoufcePool instance providing resources for the
allocatiop (see 11.2.5) through an instance of the CIM_ResodrceAllocationFromPool association;|see the
Resourcg Allocation Profile described in clause 5.

Implementations may represent a resource allocationféquest and the corresponding resource allpcation
by one HASD instance; in this case, the association-requirements of this subclause apply
correspdndingly. Association instances that referito the A_EASD instance are only existent while the
resourcq is allocated.

11.2.6.2)2.3 Representation of resource allocation capabilities

The allogation capabilities of a system or a resource pool shall be represented by a
CIM_AllgcationCapabilities instance that is associated to the CIM_System instance representing the

system gr to the CIM_ResourcePool instance representing the resource pool through an instance| of the
CIM_ElgmentCapabilities association; see the Allocation Capabilities Profile described in clause 1.

The settings that define\the Ethernet adapter allocation capabilities of an Ethernet adapter resourfe pool
or of a system shall be represented by C_EASD instances; the provisions of 11.5.11 apply.

The settings that'define the Ethernet switch port allocation capabilities of an Ethernet switch port fesource
pool or df asrsystem shall be represented by C_EASD instances; the provisions of 11.5.21 apply.

The settings that define the Ethernet connection alfocation capabilities of an Ethernet connection
resource pool or of a system shall be represented by C_EASD instances; the provisions of 11.5.16 apply.

11.2.6.2.2.4 Representation of resource allocation mutability

The mutability of a resource allocation or resource allocation request shall be represented by a
CIM_AllocationCapabilities instance that is associated to the EASD instance representing the resource
allocation or resource allocation request through an instance of the CIM_ElementCapabilities association;
see the Allocation Capabilities Profile described in clause 7.
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The settings that define the allocation mutability of an Ethernet adapter resource allocation or an Ethernet
adapter resource allocation request shall be represented by C_EASD instances; the provisions of 11.5.11

apply.

The settings that define the allocation mutability of an Ethernet switch port resource allocation or an
Ethernet switch port resource allocation request shall be represented by C_EASD instances; the
provisions of 11.5.21 apply.

The settings that define the allocation mutability of an Ethernet connection resource allocation or an
Ethernet connection resource allocation request shall be represented by C_EASD instances; the
provisions of 11.5.16 apply.

11.2.7 | Virtual resources

11.2.7.1| Virtual Ethernet adapter

Each allpcated virtual Ethernet adapter shall be represented by one CIM_EthernetPért instance that is
associated with the CIM_ComputerSystem instance that represents the virtual system through an
instance|of the CIM_SystemDevice association; the provisions of 11.5.29 apply-

The CIM_EthernetPort instance shall be associated with the CIM_ResourceRool instance from which it
was allo¢ated through the CIM_ElementAllocatedFromPool association; the provisions of 11.5.3 apply.

Each connection endpoint implemented by the Ethernet adapter shall.be represented by a
CIM_LanEndpoint instance that is associated to the CIM_EthernetPort instance through an instar|ce of
the CIM [DeviceSAPImplementation association as specified.in DSP1014.

NOTE |The profile described in this clause does not attempt to-specify the mapping of the characteristics pr the
implementation of the physical characteristics mandated by the.dependency on DSP1014. For example, thefe are no
physical gharacteristics or bandwidth requirements mandated by this specification to allow a provider to set the
PortType|property of CIM_EthernetPort to “1000BaseT”.

11.2.7.2| Virtual Ethernet switch port

Each allpcated virtual Ethernet switch port shall be represented by one CIM_EthernetPort instandge that is
associated with the CIM_ComputerSystem instance that represents the virtual Ethernet switch thjough an
instance|of the CIM_SystemDevice-association; the provisions of 11.5.29 apply.

The CIM_EthernetPort instance shall be associated with the CIM_ResourcePool instance from which it
was allogated through the CIM: ElementAllocatedFromPool association; the provisions of 11.5.3 apply.

Each connection endpointimplemented by the Ethernet switch port shall be represented by a
CIM_LANEnNdpoint instance that is associated to the CIM_EthernetPort instance through an instapce of
the CIM [DeviceSARImplementation association as specified in DSP1014.

11.2.7.3 Virtual Ethernet connection

Each vi
CIM_ActiveConnection association that associates the CIM_LANEnNdpoint instances representing the
connection endpoints that are associated to the targeted virtual Ethernet adapter (see 11.2.7.1) and
virtual Ethernet switch port (see 11.2.7.2). The provisions of 11.5.1 apply.

The CIM_LANEnNdpoint instance associated to the CIM_EthernetPort instance representing the Ethernet
adapter shall be associated with CIM_ElementSettingData to the R_EASD instance representing the
allocated connection resources. The provisions of 11.5.4 apply.
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11.3 Methods

This subclause details the requirements for supporting operations and methods for the CIM elements
defined by the profile described in this clause.

11.3.1 Profile conventions for operations

The implementation requirements on operations for each profile class (including associations) are
specified in class-specific subclauses of this subclause.

The default list of operations for all classes is:

e | Getlnstance()
e | Enumeratelnstances( )

e | EnumeratelnstanceNames( )

For clasges that are referenced by an association, the default list also includes
e | Associators( )
e | AssociatorNames( )
e | References()

o | ReferenceNames( )

Implemeintation requirements on operations defined in the defadlt list are provided in the class-spgcific
subclauges of this subclause.

The implementation requirements for methods of clasSes listed in 11.5, but not addressed by a sgparate
subclauge of this subclause, are specified by the "Methods" clauses of respective base profiles, namely
the Resqurce Allocation Profile described in clause 5 and the Allocation Capabilities Profile descr|bed in
clause 7| These profiles are specialized by theMemory Resource Virtualization Profile, and in thgse

cases th|s profile does not add method specifications beyond those defined in its base profiles.

11.3.2 | CIM_EthernetPort for host systems

All opergtions in the default list in 11.3.1 shall be implemented as specified by DSP0200. In additipn, the
requirenents of the CIM schema and other prerequisite specifications (including profiles) apply.

11.3.3 | CIM_EtherpetPort for virtual systems

All opergtions in thédefault listin 11.3.1 shall be implemented as specified by DSP0200. In additipn, the
requiremnients ofithe/ CIM schema and other prerequisite specifications (including profiles) apply.

11.3.4 | GIM_EthernetPortAllocationSettingData

All operations in the default list in 11.3.1 shall be implemented as specified by DSP0200. In addition, the
requirements of the CIM schema and other prerequisite specifications (including profiles) apply.

11.3.5 CIM_ResourcePool

All operations in the default list in 11.3.1 shall be implemented as specified by DSP0200. In addition, the
requirements of the CIM schema and other prerequisite specifications (including profiles) apply.
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11.3.6 CIM_SystemDevice for host resources

All operations in the default list in 11.3.1 shall be implemented as specified by DSP0200. In addition, the
requirements of the CIM schema and other prerequisite specifications (including profiles) apply.

11.3.7 CIM_SystemDevice for virtual resources

All operations in the default list in 11.3.1 shall be implemented as specified by DSP0200. In addition, the
requirements of the CIM schema and other prerequisite specifications (including profiles) apply.

11.3.8 CIM_VLANEndpointSettingData

All opergtions in the default list in 11.3.1 shall be implemented as specified by DSP0200. In additipn, the
requirenents of the CIM schema and other prerequisite specifications (including profiles) apply.

11.4 Uge cases

The usecases and object diagrams in this subclause illustrate use of the profile described in this tlause.
They arg for informative purposes only and do not introduce behavioral requiréments for implementations
of the profile.

11.4.1 | Instance diagrams

The follogwing use cases represent three separate example implementation options of varying complexity:

o | Static represents the fully featured allocation model\lt/defines Ethernet connection allogations
to existing Ethernet switch port instances that are aggregated host resources into an Ethernet
connection resource pool. This implementation @ption allows for the separate management of
the Ethernet switch ports as part of the virtual Ethernet switch. In this option, there are resource
pools for all three EthernetPortAllocationSettingData resource types: Ethernet Connectipn,
Ethernet Adapter and Ethernet Switch Port. Ethernet connection allocations are used to| connect
to an existing Ethernet switch port and a defined Ethernet adapter. If allowed by the
implementation, the relevant properties in the Ethernet Connection request are used to pverride
the values set in the Ethernet switch port allocation.

o | Dynamic simplifies the madel by dynamically generating an Ethernet switch port instande on a
virtual Ethernet switch at the time that the Ethernet connection allocation targeting a switch is
made. Ethernet connection allocations are used to connect a defined Ethernet adapter {o a
dynamically allocated Ethernet switch port. If allowed by the implementation, the relevant
properties in the Ethernet Connection request are used to override the default values fof the
corresponding settings in the Ethernet switch port.

o | Simple futther simplifies the model using only an Ethernet connection allocation to create a
completenetwork connection. On the allocation of an Ethernet Connection to a virtual npachine
targeting a virtual Ethernet switch, both an Ethernet adapter and an Ethernet switch port are
dynamically allocated. If allowed by the implementation, the relevant properties in the Ethernet

| Cannection request are used to averride the default values for the corresponding settings in the
Ethernet switch port.

The preceding three example implementations are not presented as any limitation of possible
implementations; rather they are illustrative of the target models that lead the development of the profile
described in this clause.

11.4.1.1  Static Ethernet switch port and Ethernet connection resource pools with capabilities

Figure 44 is a CIM representation of a virtualization system (HOST) with a hosted virtual Ethernet switch
(VSWITCHO) and resource pools for Ethernet switch ports (SP_POOL) and Ethernet connections
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(EC_POOL). Figure 44 also has a set of capabilities for the two resource pools. The system as
represented supports static switch port allocations to an Ethernet switch.

SP_POOL represents a resource pool of unlimited capabilities of allocating virtualized Ethernet switch
ports with a desired mode of either Trunk or Access. These capabilities are shown through the
CIM_AllocationCapabilities instance (CAP_ESP) and two instances of the

CIM_EthernetPortAllocationSettingData class (CAP_POINTO and CAP_POINT1), associated through two
instances of the CIM_SettingDefinesCapabilities association class.

CAP_POINT1 is a default capabilities instance. The value of the CAP_POINT1
DesiredVLANENdpointMode property is set to 2 (Access). Only virtual instances of Ethernet switch ports

are sup
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Ethernet switch port can also be allocated from the resource pool SP_POOL. Again, onl
5 of Ethernet switch port allocations are supported from this pool, as represented by the
ed) for the ConsumerVisibility property.

n in Figure 44 has one associated Ethernet connection resource poeMepresented by the
DL instance of the CIM_ResourcePool class. EC_POOL represents ‘a pool with 10 gigabit
h as shown by the value of the Capacity property (equal to 10,000 combined with the
hUnits property of “bits per second*2/20”). EC_POOL currently has no assigned Etherne
t are available for connection because the value of the dMaxConsumableResource prope

DL has an associated instance CAP_EC of the CIM{AllocationCapabilities class with a sg
ernetPortAllocationSettingData instances to describe the supported allocations from the
re are Ethernet switch ports available for connéction. An examination of these instances
ernetPortAllocationSettingData class (CAR-EC_MIN, CAP_EC_MAX, CAP_EC_INC,
_POINTO, and EC_POINT1) describe the capabilities of the EC_POOL resource pool:

Only Dedicated allocations are allowed (MappingBehavior = 3 [Dedicated]) in all instang

The default allocation request is(1,000 megabytes of reserved bandwidth (Reserved = 1
with 10,000 megabyte top limit.of allowable bandwidth (Limit = 10000). The default allog
has VLAN support with the\value of the DesiredVLANENdpointMode property set to “Ac
These values are shown.in the CAP_EC_DEF instance of the
CIM_EthernetPortAllocationSettingData class.

The empty string\value in the Parent property shows that the system supports the settin
value of the Parent property, which is limited by the profile described in this clause to be
reference URI'to the Ethernet adapter request instance of the
CIM_EthernetPortAllocationSettingData class.

Allocation request reservation and limit values can be made in the range of 100 to 10,0(
megabits per second of bandwidth, with an increment of 100 megabits per second. This
is.shown in the CAP_EC MAX, CAP_EC MIN, and CAP_EC INC instances of the

e of the CAP_POINTO DesiredVLANEnNdpointMode property is set to 5 (Trunk), indicating that a
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CIM_EthernetPortAllocationSettingData class Reservation and Limit property values.

VLAN is supported, and either Access or Trunk mode is supported. (See the

DesiredVLANENndPointMode property values for the CAP_EC_POINTO0 and CAP_EC_POINT1

instances.)

The array of supported VLANID is represented in the value of the Connection array properties in

the CAP_EC_POINTO and CAP_EC_POINT1 instances.
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CAP_ESP : AllocationCapabilities

HOST : System
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PoollD = SP_POOL
ConsumerVisibility = 2 (Virtualized)
HostResource[ ] = NULL
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dAddStates[] = {

abled), 3 (Disabled) }
dRemoveStates|[] = {
abled), 3 (Disabled) }

PoollD = "SP_POOL"
Capacity = FFFFFFFFFFFFFFF

ValueRole=0 (Default)

\_‘ SDC ValueRange=0 (Point)

VirtualQuantity = 1
Reservation = NULL
Limit = NULL
Connection[ ] = NULL
/Address = NULL

MappingBehavior = 2 (Not Supported)
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|AllocationUnits = “bit per second *2420" PoollD = SP_Pool -
MaxConsumableResource ConsumerVisibility = 2 (Virtualized)
ConsumedResource HostResource[ ] = NULL
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MappingBehavior = 2 (Not Supported)
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CAP_EC_PNTO : EthernetPortAllocationSettingData CAP_EC_PNT1 : EthernetPortAllocationSet§ngData
ResourceType = 33 (EthernetConnection) ResourceType = 33 (EthernetConnection)
PoollD = EC_POOL PoollD = EC_POOL
ConsumerVisibility = 3 (Virtualized) (ConsumerVisibility = 3 (Virtualized)
HostResource[ ] = NULL HostResource[ ] = NULL
AllocationUnits = NULL /AllocationUnits = NULL
VirtualQuantity = NULL VirtualQuantity = NULL
Reservation = NULL Reservation = NULL
Limit = NULL Limit = NULL
Connection[ ] = VLAN100, VLAN200,”. Connection[ ] = VLAN100, VLAN200 ...
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MappingBehavior = 3 (Dedicated) MappingBehavior = 3 (Dedicated)
DesiredVLANENdpointModé =,2 (Access) DesiredVLANENdpointMode = 5 (Trunk)
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SDC ValueRange=3 (Incr.
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Connection[ ] = VLAN100 Connection[ ] = NULL
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MappingBehavior = 3 (Dedicated) MappingBehavior = 3 (Dedicated)
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SDC ValueRange=1 (Min)
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ResourceType = 33 (EthernetConnection) ResourceType = 33 (EthernetConnection)
PoollD ="EC_POOL" PoollD = "SwnchPort POOL"
Tonsumervisibity = 3 (Vituanzed) Consumer' Ty = Truanze
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Address = NULL /Address = NULL
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DesiredVLANENdpointMode = NULL DesiredVLANEndpointMode = NULL
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Figure 44 — Ethernet switch port and Ethernet connection resource pools
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11.4.1.2  Static Ethernet switch port allocation to a virtual Ethernet switch

Figure 45 shows the same host system (HOST) and virtual Ethernet switch (VSWITCHO) as shown in
Figure 44 with the resource pool allocation capabilities removed to simplify the drawing. Figure 45 is the
CIM representation of the system after a static Ethernet switch port, represented as the instance ESPO of
the CIM_EthernetPort class, has been allocated to the virtual Ethernet switch VSWITCHO from the
instance of the host resource pool SP_POOL representing the CIM_ResourcePool class.

The allocation of ESPO is a virtual resource allocation as described in the Resource Allocation Profile
described in clause 5. Thus, it has an associated state instance of the
CIM EthernetPortAIIocatlonSettlngData class (ESAD ESPO). In this use case this same instance is also
used as thereguestinstance—as-shown-with-the-selfreference-o . ;

associatlon to EASD ESPO

An exanlination of values in the properties of EASD_ESPO shows that a default allocationwas usgd in the
allocatiop request because the DesiredVLANENdpointMode is set to Access. The provider-in this use
case provided a MAC address (MAC_ADDRESS) and inserted the default VLANID for the associated
virtual Efhernet switch port into the Connection property.

Associated to EASD_ESPO is a CIM_AllocationCapabilities instance (MUT_ESP). Associated to
MUT_ES$P are two mutability instances of CIM_EthernetPortAllocationSettingData (MUT_POINT(Q and
MUT_PQOINT1), which shows that the DesiredVLANEndPointMode and-Cohnection properties arg
mutable] The DesiredVLANENDPointMode property value can be changed to either 2 (Access) of 5

(Trunk). [The VLANID Access property can be set to any of the values listed in the Connection prgperty of
instancelMUT_POINT1.

Becausq the Parent property value of instance EASD_ESPOwas set to reference the resource pqol
instance|EC_POOL, the allocated CIM_EthernetPort instanice ESPO is included in the CIM_Component
aggregation to the EC_POOL resource pool. Also note that the MaxConsumableResource property value
has been incremented to 1 from the value shown in Figure 44 to show that a switch port is availalyle for
connectipn.

307
© ISO/IEC 2014 - All rights reserved


https://iecnorm.com/api/?name=c6179886aed84d232a428ce3db6acc42

ISO/IEC 19099:2014(E)
INCITS 483-2012

HOST : System SP_POOL : ResourcePool
[ | HostedResourcePaol_|POOIID ="SP_POOL*
Capacity = FFFFFFFFFFFFFFF
Primordial = TRUE
Reserved = Null
ResourceType = 30 (Ethernet Switch Port)
|AllocationUnits = “bit per second *2/20”
MaxConsumableResource
(ConsumedResource
ConsumedResourceUnit
ElementAlloocatedFromPool ResourceAlloocatedFromPool
HostedDependency
SDS VSSD_VSWITCHO : VirtualEthernetSwitchSettingData ESD
VSWITCHO : ComputerSystem - VirtualSystemType = DMTF:VirtualEthernetSwitch
— = VLEAN_CONMeEClonT = VLANTUU, VLANZUU, ...
[@{Dedicated = 38 (Ethernet Switch) NS
AssociatedResourcePool = EC_POOL
SystemDevice
——
ESPO : EthernetPort ] ()
EASD_ESPO : EthernetPortAllocationSettingData
ResourceType = 30 (Ethernet Switch Port) )
Sbs PoollD = SP_POOL E$D
ConsumerVisibility = 2 (Virtualized) (')
HostResource[ ] = NULL
SydtemComponent | ConcreteComponent AllocationUnits = NULL \@
VirtualQuantity = 1 \
Reservation = NULL O
Limit = NULL
Connection[ ] = VLAN1 0\
Address = MAC-ADRE:
MappingBehavior = 2@) Supported)
DesiredVLANEndpointMode = 2 (Access)
Parent = EC
HostedResoulcePool ‘ \M‘
HC_POOL : ResourcePool 50 W eRange=0 (Point] MUT_ESP : AllocatlonCaQab.llltleE
PoollD =|[EC_POOL ResourceType = 30 (Ethernet Switch Port)
~|Capacity|= 10000 RequestTypesSupported = 3 (Generd)
Primordigl = 1 SharingMode = 3 (Shared)
Reserved = 0 . SupportedAddStates[] = {
Resourcd Type = 33 (Ethernet Connection) SDC ValueRange=0(Point) 2 (Enabled), 3 (Disabled) }
AllocatiofUnits = "bit per second*2420" SupportedRemoveStates|] = {
MaxCondumableResource = 1 2 (Enabled), 3 (Disabled) }
IConsumgdResource = 0
ConsumgdResourceUnit = "Count"
MU INTO : EthernetPortAllocationSettingData MUT_POINT1 : EthernetPortAllocatiohSettingData
urceType = 30 (EthernetSwitchPort) ResourceType = 30 (EthernetSwitchPprt)
IPoollD = SP_POOL PoollD = SP_POOL
ConsumerVisibility = 2 (Virtualized) ConsumerVisibility = 2 (Virtualized)
HostResource[ ] = NULL HostResource[ ] = NULL
AllocationUnits = NULL AllocationUnits = NULL
VirtualQuantity = 1 VirtualQuantity = NULL
Reservation = NULL Reservation = NULL
Limit = NULL Limit = NULL
Connection[ ] = NULL Connection[ ] = VLAND100, VLANID2PO, ...
/Address = NULL —]Address = NULL
MappingBehavior = 2 (Not Supported) MappingBehavior = 2 (Not Supported
DesiredVLANENdpointMode = 5 (Trunk) DesiredVLANENdpointMode = 2 (Accgss)
Parent = NULL Parent = NULL
Figure 45 — Static Ethernet switch port allocation to a virtual Ethernet switch

11.4.1.3  Allocation and connection of an Ethernet adapter to a static switch port

Figure 46 shows the same virtualization system and virtual Ethernet switch shown in Figure 45 and
Figure 44. This figure includes an instance of a virtual system (VM1) represented with the
CIM_ComputerSystem class with allocation requests and a current device allocation for an Ethernet
Adapter instance (EA) represented by the CIM_EthernetPort class and a simple allocation of an Ethernet
connection to the Ethernet switch port ESP0. No allocation capabilities are shown in this figure, but the
Allocation Capabilities for the Ethernet connection resource pool EC_POOL are as shown in Figure 44.
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The Ethernet adapter request for VM1, the EA_REQ instance of the
CIM_EthernetPortAllocationSettingData class, shows that this provider allows the allocation of synthetic
Ethernet adapters with no host resource allocation. This is shown with the unlimited capacity of
EA_POOL and the NULL values in the EA_REQ instance for the Reserve and Limit properties. This
allocation is a basic virtual resource allocation with the purpose of allocating a logical device instance of
the CIM_EthernetPort class. The provider populated the value in the Address property in the state
instance (EA_STATE) of the CIM_EthernetPortAllocationSettingData class with a MAC address
represented in Figure 46 as EA_MAC. The allocation is a virtual resource allocation as shown by the
CIM_ElementAllocatedFromPool association between the resource pool EA_POOL and the EA instance
of CIM_EthernetPort as well as the CIM_ResourceAllocatedFromPool association instance between

EA POOL and EA_State.

The Ethgrnet connection request for VM1, the EC_REQ instance of the
CIM_EtHernetPortAllocationSettingData class, specifies a request for a specific Ethernet switech pprt

(ESPO0), p reservation and limit of Bandwidth through the switch (VSWITCHO), and a set-of ¥LAN [property
override$ of the default properties of the requested Ethernet switch port. The propertyvalues of EC_REQ
define thie request EASD as follows:

e | PoolID=EC_POOL: This selects the resources pool EC_POOL.

o | Parent=EA_REQ: This associates this Ethernet connection requestwith the Ethernet aqapter
request EA_REQ.

e | HostResource[] = ESPO: This requests that specific Ethernetswitch port.

e | MappingBehavior = 3 (Dedicated): This property identifiesthat this is an exclusive requégst for
this resource.

~

e | AllocationUnits=bits per second*2*20: This specifies a bandwidth unit of 1 megabyte pe
second.

¢ | Reservation=1000: This requests to resefe™ gigabit per second of Ethernet bandwidth.

e | Limit=10000: This sets a limit of 10 gigabits per second. In effect, there is no limit to the|VM’s
use of available bandwidth because'this value matches the maximum capacity of the refjuest
resource pool.

e | Address=NULL: There is no-+tequest to override the MAC address of the switch port.

o | DesiredVLANENdpointMode=Access: The request sets and maintains the desired
VLANEnNdpointMode,of the requested Ethernet switch port.

¢ | Connection=VLAN200: This is an override of the access VLANID for the switch port.

e | VirtualQuantity=1: This is a request for one connection.

The Ethgrnet connection state instance EC_STATE represents the current allocation of the Etherpet
connectipn desgribed above. The only property value difference between the EC_STATE and EC| REQ is
the valug of the Parent property. The value of the Parent property is a reference to the Ethernet agapter’s
aIIocatio? instance EA_STATE represented with the CIM_EthernetPortAllocationSettingData clasg.

When VM1 was turned on the Ethernet adapter (EA) and its associated CIM_LANEndpoint instance
(EA_LEP) were instantiated based on the value of the request instance EA_REQ. Based on the Ethernet
connection request instance (EC_REQ), the provider instantiated the Ethernet switch port’'s associated
instance of CIM_LANEnNdpoint (ESP_LEP), the instance of CIM_VLANEndpoint(VLEP), and the instance
of VLANEnNdpointSettingData(VEPSD). The property values shown in these instances are the
corresponding properties described in the above description of EC_REQ.

The connection between the two CIM_LANEndpoint instances, EA_LEP and ESP_LEP, is shown with the
association CIM_ActiveConnection.
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The connection to the Ethernet switch port, ESPO, is noted with the incremented value of the EC_POOL
ConsumedResource property from the value shown in Figure 45.

Lastly, the instantiated CIM_VLANEnNdpoint is associated to the corresponding VLAN200 instance of the
CIM_NetworkVLAN class through a CIM_MemberOfCollection association.

m
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VMO_REQ : VirtualSystemSettingData
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SDS
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} ———E5b{Consumanllisihility =2 (Virualizad)—
HostResource[ ] = NULL
/AllocationUnits = NULL
VirtualQuantity = 1
Reservation = NULL

Accesq

LAN = VLAN200

DeviceSAPImplementation Limit = NULL 1| Limit = NULL
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ConsumerVisibility = 3 (Virtualized) ConsumerVisibility = 3 (Virtualized)
HostResource[ ] = ESPO HostResource[ ] = ESPO
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VirtualQuantity = 1 VirtualQuantity = 1
Reservation = 1000 Reservation = 1000
Limit = 10000 Limit = 10000
Connection[ ] = VLAN200 Q ggp |Connectionl ] = VLAN200
ESP_LEP : LANEndpoint —P——Address = NULL Q — Address = NULL
MACAddress = SP_MAC MappingBehavior = 3 (Dedicate \e MappingBehavior = 3 (Dedicated)
. - — DesiredVLANEndpointMode = 2 ss) DesiredVLANEndpointMode = 2 (Acceps)
Bind§ ToLANENdpoint Parent = EA_State k Parent = EA_REQ
N PR |
VLEP : VLANEndpoint EfementAlloocatedFromPool ResourceAlloocatedFromPool
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N . a
VEPSI : VLANEndpointSettingData ResourceAlloocatedFromPaal EC_Pool : ResourceFool EA_POOL : ResourcePobl
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Primordial = 1
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AllocationUnits = "bit per second*2/20"
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ystemDevice
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ResourceType = 10 (Ethernet Adapter)
AllocationUnits = UNITS
MaxConsumableResource = NULL
(ConsumedResource = NULL
ConsumedResourceUnit = NULL
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VSWITCHO : ComputerSystem

HostedDependenc

PL +SystemComponent

Dedicated = 38 (EthernetSwitch)

SDS

MemberpPfCollection

LAN200 : NetworkVLAN

LANId = VLAN20Q

(2}
(-]
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VSSD_VSWITCHO : VirtualEthernetSwitchSettingData
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VLAN_Connection = VLAN100,VLAN200, ...
MaxNumAddress = 8
AssociatedResourcePool = EC_POOL

VirtualSystemType = "DMTF:VirtualEthernetSwitch"

EASD_ESPO.E 5 onSettingl

ResourceType = 30 (Ethernet Switch Port)
PoollD = SwitchPort_POOL

(ConsumerVisibility = 2 (Virtualized)
HostResource[ ] = NULL
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Figure 46 — Ethernet adapter connection to static switch port
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11.4.1.4  Connection of an Ethernet adapter to an Ethernet switch (dynamic switch port
allocation)

Figure 47 and Figure 48 are CIM instance diagrams that represent a virtualization system that supports
dynamic or implied switch port allocation during the connection of an Ethernet adapter to a virtual
Ethernet switch.

Figure 47 is a CIM representation of the allocation capabilities (CAP_EC) of an Ethernet connection
resource pool (EC_POOL) associated with a virtual Ethernet switch (VSWITCH1).

The resource pool EC_POOL has a resource type of 33 (Ethernet Connection). The pool has a capacity
of 10 gigahi
can be made, as shown with NULL values for the MaxConsumableResource and ConsumedResgurce
propertigs in EC_POOL.

The CIM_AllocationCapabilities instance CAP_EC has six associated instances of
CIM_EtHernetPortAllocationSettingData that are associated through the CIM_SettingDefinesCapabilities
associatfon:

e | Instance CAP_EC_DEF shows that a connection to VSWITCH1 is made by requesting
VSWITCH1 as a reference value in the HostResource property and/EC_POOL in the PollD
property. This default request is a request for 1 gigabit of bandwidth as shown with a regerved
property value of 1000 and the AllocationUnit property value ©f)bits per second * 220. The
default value for the DesiredVLANEnNdpointMode is Access with a VLANID of VLAN100| The
empty string value in the Parent property shows that the system supports the modificatipn ofthe
Parent property. The use of the Parent property in this'use is limited by the profile descilibed in
this clause to be a reference to the Ethernet adapter request instance of the
CIM_EthernetPortAllocationSettingData class.

e | Instances CAP_EC_INC, CAP_EC_MAX, and CAP_EC_MIN define the valid range of jalues
for the Reserve and Limit properties and.the Increment value for those properties.

e | The values in the DesiredVLANEndpeintMode property of the CAP_EC_PNT1 and
CAP_EC_PNTO capabilities instances’ show that either 2 (Access) or 5 (Trunk) can be
requested. The values listed in the Connection property for both instances list the valid
VLANIDs that can be requested'in an allocation request.

Figure 48 shows the same virtualization system with a dynamic Ethernet connection allocation and an
active Ethernet adapter allocation to VM1. The Ethernet adapter allocation is identical to the allocption
shown ir] Figure 46 and described in 11.4.1.3.

The Ethgrnet connection\request and allocation instances of CIM_EthernetPortAllocationSettingData
(EC_REf) and EC_STATE) are for a dynamic Ethernet port allocation. As a side effect of the Ethg¢rnet
connectipn allocatién;-an Ethernet switch port instance (ESPO0), its associated LAN and VLAN endlpoints
(ESP_LEP and VALEP), and an instance of CIM_VLANEndpointSettingData (VEPSD) are instantigted.

The Ethgrnet.connection request for VM1, the EC_REQ instance of the
CIM_EthernetPortAllocationSettingData class, specifies a default Ethernet switch port from the viftual
Ethernet switch VSWITCHO, a reservation and limit of bandwidth through the switch VSWITCHO, and a
set of VLAN property values for the Ethernet switch port. The property values of EC_REQ define the
request instance of EASD as follows:

e PoollD=EC_POOL.: This selects the resource pool EC_POOL.

e Parent=EA_REQ: This associates this Ethernet connection request with the Ethernet adapter
request EA_REQ.

e  HostResource[] = VSWITCH1: This requests that an Ethernet switch port as defined by the
allocation capabilities associated with the Ethernet connection resource pool EC_POOL be
instantiated.
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MappingBehavior = 2 (Not Supported)

AllocationUnits = bit per second*2220: This specifies a bandwidth unit of 1 megabyte per

second.

Reservation = 1000: This is a request to reserve 1 gigabit per second of Ethernet bandwidth.

Limit = 10000: This sets a limit of 10 gigabits per second; in effect, there is no limit to the VM’s
use of available bandwidth because this value matches the maximum capacity of the request

resource pool.

Address = NULL: There is no request to override the provider-generated MAC address of the

switch port

The Ethg
connecti
case is fi

EA_REQ.

DesiredVLANENdpointMode = Access: This requests the desired VLANEndpointMode'a
requested Ethernet switch port.

Connection = VLAN200: This requests the access VLANID for the switch port,

VirtualQuantity = 1: This is a request for one connection.

rnet connection state EASD (EC_STATE) represents the current allocation of the Ethern
bn described above. The only different property value from the instanee EC_REQ in this
br the Parent property, which reflects the Ethernet adapter allocation EA_STATE instead

f the

Ise
of
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Figure 47 — Dynamic Ethernet switch port connection capabilities
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Figure 48 — Dynamic Ethernet switch port allocation
11.4.15 Ethernet connection of a virtual system to a virtual switch (simple switch port
allecation)
Figure 4P.and Figure 50 are CIM instance diagrams that represent a virtualization system that supports a
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switch port CIM_EthernetPort instance are instantiated as a result of an Ethernet connection allocation.

Figure 49 is an instance diagram of the allocation capabilities (CAP_EC) of an Ethernet connection
resource pool (EC_POOL) associated with a virtual Ethernet switch (VSWITCH2).

The resource pool EC_POOL is identical to the pool shown in Figure 47 and described in 11.4.1.4. The
set of capabilities also closely matches the capabilities shown in Figure 47 and described in 11.4.1.4, but
the one defining difference is that no valid value (NULL) for the Parent property is shown. Thus, a valid
Ethernet connection request can be made without requiring the value of an existing Ethernet adapter
request reference to be set in the Parent property.
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As a side effect of an Ethernet connection allocation in response to the Ethernet connection request
instance EC_REQ, an Ethernet adapter (EA) and an Ethernet switch port (ESPO) are instantiated. EA is
associated to VM1 using the CIM_SystemDevice association. ESPO is associated to the VSWITCH2
using the CIM_SystemDevice association. An instance of CIM_LANEndpoint is instantiated for each of
the CIM_EthernetPort instances and associated through the CIM_ActiveConnection association. Also, an
Instance of CIM_VLANEnNdpoint and CIM_VLANEndpointSettingData are instantiated with their properties
populated as described in 11.4.1.4.
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HostResource[ ] = VSWITCH2 HostResource[ ] = VSWITCH2
AllocationUnits = NULL /AllocationUnits = NULL
VirtualQuantity = NULL VirtualQuantity = NULL
Reservation = NULL Reservation = NULL
Limit = NULL Limit = NULL
Connection[ ] = VLAN100, VLAN200, ... Connection[ ] = VLAN100, VLAN200 ...
/Address = NULL IAddress = NULL
MappingBehavior = 2 (Not Supported) MappingBehavior = 2 (Not Supported)
DesiredVLANENdpointMode = 2 (Ateess) DesiredVLANEndpointMode = 5 (Trunk)
Parent = NULL Parent = NULL
SDC ValueRange = 3 (INC)
CAP_EC_DEF : EtherfiétPortAllocationSettingData| SDC CAP_EC_INC : EthernetPortAllocationSettingData
ResourceType 383"(EthernetConnection) ValueRole= ResourceType = 33 (EthernetConnection)
PoollD = "EC_POOL" 0 (Default) PoollD = "EC_POOL"
ConsumerVisibility’= 3 (Virtualized) ConsumerVisibility = 3 (Virtualized)
HostResource[{] = VSWITCH2 HostResource[ ] = VSWITCH2
IAllocationUnits = "bit per second *2420" IAllocationUnits = "bit per second * 2A20"
VirttralQuantity = 1 \VirtualQuantity = 1
Reseryation = 1000 Reservation = 100
Limit = 10000 Limit = 100
iGonnection[ ] = VLAN100 Connection[ ] = NULL
(Address = NULL ——Address = NULL
MappingBehavior = 2 (Not Supported) MappingBehavior = 2 (Not Supported)
DesiredVLANEndpointMode = 2 (Access) DesiredVLANEnNdpointMode = NULL
Parent = NULL Parent = NULL
SDC ValueRange=1 (MIN
CAP_EC_ MAX : EthernetPortAllocationSettingData CAP_EC_MIN : EthernetPortAllocationSettingpPata
ResourceType = 33 (EthernetConnection) ResourceType = 33 (EthernetConnection)
PoollD ="EC_POOL" PoollD = "SwitchPort_POOL"
lad AL k“ =30 ctualizad), lad \Lis k“ =3\ istualizad),
HostResource[ ] = VSWITCH2 HostResource[ ] = VSWITCH2
/AllocationUnits = "bit per second * 220" /AllocationUnits = "bit per second * 220"
VirtualQuantity = 1 VirtualQuantity = 1
Reservation = 10000 sDC Reservation = 100
Limit = 19000 ValueRange= Limit = 190
Connection[ ] = NULL 2 (MAX 9 Connection[ ] = NULL
/Address = NULL /Address = NULL
MappingBehavior = 2 (Not Supported) MappingBehavior = 2 (Not Supported)
DesiredVLANEndpointMode = NULL DesiredVLANEnNdpointMode = NULL
Parent = NULL Parent = NULL

Figure 49 — Allocation capabilities for simple Ethernet connection
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Sbs
— HOST : System VM1 : ComputerSystem VMO_STATE : VirtualSystemSettingData [— ESD —VMO_REQ : VirtualSystemSettingData (@
A Dedicated VirtualSystemType = VirtualSystemType =
HostedDependency
SystemDevice
EA : EthernetPort
ConcreteComponent
ConcreteComponent
DeviceSAPImplementation
EC_STATE : EthernetPortAllocationSettingData EC_REQ : EthernetPortAllocationSettingData
EA_LEP : LANEndpoint ResourceType = 33 (Ethernet Connection) ResourceType = 33 (Ethernet Connection) L
r=rere RociD=ECROQ PoollD = FC_PQOI
— ConsumerVisibility = 3 (Virtualized) | ConsumerVisibility = 3 (Virtualized)
] HostResource] ] = VirtualSwitch2) HostResource[ ] = Viﬂualswitchi‘i»‘
AllocationUnits = bit per second*220 AllocationUnits = bit per second 0
VirtualQuantity = 1 VirtualQuantity = 1
ActiveConnection Reservation = 1000 Reservation = 1000
Limit = 10000 Limit = 10000 B
Connection[ ] = VLAN200 £sD (Connection[ ] = VLA .
ESP_LEP : LANEndpoint |—ESD Address = NULL SD_|address = NULL
MACAddress = SP_ MAC MappingBehavior = 3 (Dedicated) MappingBeha Not Supported)
) - — DesiredVLANEndpointMode = 2 (Access) DesiredVLANERdpointMode = 2 (Acces$)
BindsToLANEnNdpoint Parent = NULL Parent =
VLEP : VLANEndpoint WurceAllocatedFromPool
OperationalEndpointMode = 2 (Access)
VEPSD : VLANEndpointSettingData DeviceSAPImplementation EC POOL:ResourcePool
[AccessVLAN = VLAN200 £sb zgg!tc’i ; LR O\
Primordial = 1 %
Reserved = 0 \
EthernetSwitchPort0 : EthernetPort ResourceType = 33 (E(herr&(‘)o nection)
ConcreteComponent  @ia|iocationUnits = "bit per Se6ond2+20"
M onsumableResburce™= 1
L ConsumedResz;%1
HostedResourcaPool SystemDevice ConsumedResdurc : it = Unit
VSSD_VirtualSwitch2 : VirtualEthernetSwitchSettingData EBD
Hostedbependency | VirtualSwitch2 : ComputerSystem SystemComponent VirtualSystemType = "DMTF:Virtual Ethernet Switch"
" ¥ |Dedicated = 38 (Ethernet Switch) SDS \VAN“Connection = VLAN100,VLAN200, ...
MaxNumAddress = 8
. iAssociatedResourcePool = EC_POOL
MemberOfCollection
VLAN200 : NetworkVLAN
VLANId = VLAN200
Figure 50 — Simple connection of virtual machine to Ethernet switch
11.4.2 | Management
This set pf use cases descfibes how to connect a virtual system to a virtual Ethernet switch. These
management tasks are described in terms of a virtual system management service, as representg¢d by a
CIM_Vir{ualSystemManagementService instance.
11.4.2.1] Connection of an Ethernet adapter to a static Ethernet switch port
11.4.2111 Preconditions
All of the following:
e  The client knows a reference to the CIM_ComputerSystem instance that represents the virtual
system.
e The client knows a reference to the CIM_VirtualSystemManagementService instance that
represents the virtual system management service responsible for the virtual system.
e The client has performed the use case and knows the default allocation capabilities of the
system.
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The client knows a reference to an available Ethernet switch port on the target virtual Ethernet

switch.

The client knows a reference to an Ethernet adapter request on the target virtual system.

Flow of activities

1) The client locally prepares an EASD instance, with properties set as follows:

2) The
with

ResourceType: 33 (Ethernet Connection) // Device type as seen by

/I consumer
ResourceSubtype: NULL // Implementation dependent
PoollD: NULL // Implies default pool

AllocationUnits:

Reservation:
VirtualQuantityUnits:

VirtualQuantity:

Limit:
Address:

MappingBehavior:
Parent:

HostResource] ]:

DesiredVLANENdpointMode:

Connection:

Values of all other properties are not set (NULL), requesting a default behavior

client invokes the AddResourceSettings( ) method of the virtual system management se

parameters set as follows:

AffectedConfiguration:

"bits per second 2*2720"

1000

"count"
/I NULL, the effective value

1
NULL
NULL

3 (Dedicated)

/Il Units are in megabit pe
/I bandwidth

- second

/I 1 gigabit per)second bandwidth

/I Count.of blocks; if value]
/I is implied by pool capab

/l-OGné connection

is
ilities

/' Defaults to maximum linit

/I Optional; if not specified
/I implementation uses thg
/I MAC address of the targ
/Il switch port

/I Selecting a specific swit
/I for exclusive use

REF to-the EASD instance that represents the “defined”
Etheret adapter configuration

REF to the EASD instance that represents the “defined”
Ethernet switch port configuration

2 (Access) /I Set virtual Ethernet swit
/I to Access mode.
VLAN200 /I Desired Access VLANIL

REF to the VSSD instance that represents the "defined"
system configuration

, the
current
eted

ch port

fargeted

fargeted

Ch port

rvice,

virtual

ResourceSettings:

One element with the embedded EASD instance prepared in

step 1)

3) The implementation executes the AddResourceSettings() method.

114213

It is assumed that the method returns 0, indicating successful synchronous execution.

Postconditions

The virtual Ethernet adapter is connected to the virtual Ethernet switch port, as requested (see
Figure 45).
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11.4.2.2
11.4.2.2.
All of the

Connection of an Ethernet adapter to a dynamic Ethernet switch port

1 Preconditions

following:

The client knows a reference to the CIM_ComputerSystem instance that represents the
system.

virtual

The client knows a reference to the CIM_VirtualSystemManagementService instance that

represents the virtual system management service responsible for the virtual system.

The client has pprfnrmpd the use case and knows the default allocation r‘alnahili’ripq of the

11422

The clied
following

HostRes

configuration of the targeted virtual Ethernet switch

11.4.2.2
The imp

endpoint
Ethernet

115 C
Table 10

system.

The client knows a reference to the target virtual Ethernet switch.

2 Flow of activities

t locally prepares an EASD instance, with properties as specified infuse case 11.4.1.4 w
change:

ource[ ]: REF to the CIM_VirtualEthernetSwitchSettingData representing the “defined”

3 Postconditions

ementation creates an instance of CIM_EthernetPaort and the required associated protoc
S representing an Ethernet switch port and corinects the targeted Ethernet adapter to this
switch port (see Figure 48).

M elements

4 lists CIM elements that are defined or specialized for the profile described in this clauss

The client knows a reference to an Ethernet adapter request on the target virtual 'systen.

th the

=

p. Each

CIM elerpent shall be implemented as described in Table 104. The CIM Schema descriptions for any
referenced element and its sub-elements apply.
Subclausges 11.2 (“Implementation™)and 11.3 (“Methods”) may impose additional requirements on these
elements.
Table 171.—)CIM Elements: Ethernet Port Resource Virtualization Profile
Elemernt Requirement Description
Classe$
CIM_AgtiveConnection Mandatory See 11}5.1.
CIM_AliccationCapabifities for capabiiities Vandatory See
Allocation
Capabilities
Profile
described in
clause 7.
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Element Requirement Description
CIM_AllocationCapabilities for mutability Optional See the
Allocation
Capabilities
Profile
described in
clause 7.
CIM_Component for resource pool Optional See 11.5.2.
CIM_ElementAllocatedFromPool Mandatory See 11.5.3.
CIM_EIementSettingData for Ethernet port resource Vandatory See 1115.4.
CIM_ElementSettingData Ethernet port resource allocation request Mandatory Seen1}5.5.
CIM_ElementCapabilities for capabilities Mandatory See thg
Allocatipn_
Capabilities
Profile
described in
clause J.
CIM_ElementCapabilities for mutability Conditional See thg
Allocatipn_
Capabilities
Profile
described in
clause J.
CIM_ElementCapabilities for resource pool Mandatory See thg
Resourge
Allocatipn
Profile
described in
clause p.
CIM_ElementSettingData for connection resources Mandatory See 11}5.4.
CIM_ElementSettingData for CIM_EthernetPort resource allocation Conditional See 11}5.5.
CIM_ElementSettingData for CIM (VLANEndpointSetttingData Conditional See 11]5.6
CIM_EthernetPort for host systéms Conditional See 11]5.7.
CIM_EthernetPort for virtuaksystems Mandatory See 11}5.8.
CIM_EthernetPortAllocationSettingData for Ethernet Adapter (Q_EASD) Optional See 11]5.9.
CIM_EthernetPortAllocationSettingData for Ethernet Adapter (R_EASD) Optional See 11]5.10.
CIM_EthernetPortAllocationSettingData for Ethernet Adapter (C_EASD) Optional See 11]5.11.
CIM_EthernetPortAllocationSettingData for Ethernet Adapter (D_EASD) Optional See 11]5.12.
CIM_EthernetPortAllocationSettingData for Ethernet Adapter (M_EASD) Optional See 11.5.13.
CIM_EthernetPortAllocationSettingData for Ethernet Connection (Q_EASD) Mandatory See 11.5.14.
CIM_EthernetPortAllocationSettingData for Ethernet Connection (R_EASD) Mandatory See 11.5.15.
CIM_EthernetPortAllocationSettingData for Ethernet Connection (C_EASD) Mandatory See 11.5.16.
CIM_EthernetPortAllocationSettingData for Ethernet Connection (D_EASD) Mandatory See 11.5.17.
CIM_EthernetPortAllocationSettingData for Ethernet Connection (M_EASD) Mandatory See 11.5.18.
CIM_EthernetPortAllocationSettingData for Ethernet Switch Port (Q_EASD) Optional See 11.5.19.
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Element Requirement Description
CIM_EthernetPortAllocationSettingData for Ethernet Switch Port (R_EASD) Optional See 11.5.20.
CIM_EthernetPortAllocationSettingData for Ethernet Switch Port (C_EASD) Optional See 11.5.21.
CIM_EthernetPortAllocationSettingData for Ethernet Switch Port (D_EASD) Optional See 11.5.22.
CIM_EthernetPortAllocationSettingData for Ethernet Switch Port (M_EASD) Optional See 11.5.23.
CIM_ReferencedProfile Mandatory See 11.5.20.
CIM_RegisteredProfile Mandatory See 11.5.24.
CIM_R¢sourceAttocatedFromPoot Mandatory Seeth
Resoure
Allocatipn
Profile
described in
clause p.
CIM_RgsourcePool Ethernet Adapter Optional See 11]5.25.
CIM_RgsourcePool Ethernet Connection Mandatory See 11]5.26.
CIM_RgsourcePool Ethernet Switch Port Optional See 11]5.27.
CIM_SaettingsDefineState Mandatory See 8.9.13.
CIM_SystemDevice (Virtual EthernetPort) Mandatory See 11]5.29.
CIM_SystemDevice (Host EthernetPort) Optional See 11]5.30.
CIM_VUANEnNdpointSettingData Optional See 11]5.31.

11.5.1 | CIM_ActiveConnection

An instance of the CIM_Connection association that associates two instances of the CIM_LANEnQdPoint
class thdt represents an Ethernet connection between the two CIM_LANEnNdpoint instances.

Table 172 lists the requirements for elements of this association. These requirements are in additjon to
those spgcified in the CIM Schema.

Table 172 — Association: CIM_ActiveConnection

Elemerts Requirement Notes

Antecedent Mandatory Key: Value shall reference an instance of the
CIM_LANEnNdpoint of an EthernetPort.

Cardinality: 0..1

Dependent Mandatory Key: Value shall reference an instance of the
CIM | ANEndpaint of an FthernetPort

Cardinality: 0..1

IsUnidirectional Mandatory False

11.5.2 CIM_Component for resource pool

The implementation of the CIM_Component association for the representation of the aggregation of host
resources into resource pools is conditional.
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Condition: The resource aggregation feature (see 11.2.5.10) is implemented.

The CIM_Component association is abstract; therefore, it cannot be directly implemented. For this
reason, the provisions in this subclause shall be applied to implementations of subclasses of the
CIM_Component association. However, note that clients may directly resolve abstract associations
without knowledge of the concrete subclass that is implemented.

Table 173 lists the requirements for elements of this association. These requirements are in addition to
those specified in the CIM Schema and in the Resource Allocation Profile described in clause 5.

Table 173 — Association: CIM_Component for resource pool

Elemerts Requirement Notes

Key: Value shall reference the instance of the
CIM_ResourcePool class that represents-an EtherngtPort
GroupQomponent Mandatory resource pool.

Cardinality: 0..1

Key: Value shall reference an,ifistance of the
CIM_EthernetPort class thattépresents an Ethernet
PartComponent Mandatory adapter or Ethernet switch\port aggregated into the pool.

Cardinality: *

11.5.3 | CIM_ElementAllocatedFromPool

Table 174 lists the requirements for elements of this assogiation. These requirements are in additjon to
those spgcified in the CIM Schema and in the ResourcéAllocation Profile described in clause 5.

Table 174 — Association: CIM_ElementAllocatedFromPool

Elemerts Requirement Notes

Antecedent Mandatory Key: Value shall reference the instance of
the CIM_ResourcePool class that

represents an Ethernet adapter or
Ethernet switch port resource pool|

Cardinality: 1

Dependent Mandatory Key: Value shall reference the instgnce of
the CIM_EthernetPort class that
represents a virtual EthernetPort rgsulting
from an Ethernet adapter or Ethernet

switch port allocation from the pool

Cardinality: *

11.5.4 CIM_ElementSettingData for connection resources

The CIM_ElementSettingData association associates an instance of the
CIM_EthernetPortAllocationSettingData class that represents an Ethernet connection resource allocation
and the instance of the CIM_LANEndPoint class associated to the CIM_EthernetPort that represents the
targeted Ethernet adapter.

Table 175 lists the requirements for elements of this class. These requirements are in addition to those
specified in the CIM Schema and in the Resource Allocation Profile described in clause 5.
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Table 175 — Association: CIM_ElementSettingData for connection resources

Elements

Requirement

Notes

ManagedElement

Mandatory

Key: Value shall reference the instance of

the CIM_LANEnNdpoint class that
represents an associated

CIMLANERdpoint of the target Ethernet

adapter for a connection resource
allocation.

Cardinality: 1

Settinglpata

Viandatory

Key. Value shall reference e st
the
CIM_EthernetPortAllocationSetting
class that represents a correspond
resource allocation request:

Cardinality: 0..1

nce of

Data

11.5.5 | CIM_ElementSettingData for CIM_EthernetPort resourceallocation

The use|of the CIM_ElementSettingData association that is used to asSeciate an instance of
CIM_EthernetPortAllocationSettingData representing the allocation of an EthernetPort with a
correspdnding instance of CIM_EthernetPortAllocationSettingData that describes the same allocg
use as ah allocation definition (see the Resource Allocation Profile in clause 5) is conditional.

Conditiop: The support of the allocation of virtual Ethernet:adapters or of virtual Ethernet switch p

Table 176 lists the requirements for elements of this class. These requirements are in addition to
specified in the CIM Schema and in the Resource Allocation Profile described in clause 5.

Tablg 176 — Association: CIM_ElementSettingData for CIM_EthernetPort resource alloc

tion for

Drts.

hose

ption

Elemerts

Requirement

Notes

ManaggedElement

Mandatory

Key: Value shall reference the inst
the
CIM_EthernetPortAllocationSetting
class that represents an Ethernet A
or Ethernet switch port resource
allocation.

Cardinality: 1

ance of

Data
dapter

SettinglData

Mandatory

Key: Value shall reference the inst
the

CIM_EthernetPortAllocationSetting
class that represents a correspond

ance of

Data
ng

1l EH ts
reSourcCanotanorm TeOut St

Cardinality: 0..1

11.5.6 CIM_ElementSettingData for CIM_VLANEndpointSettingData

This use of CIM_ElementSettingData is used to associate a VLAN endpoint’s configuration data with an

instance of CIM_VLANEnNdpoint.
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Condition: The support for this use of the CIM_ElementSettingData is required if VLAN is supported for
an Ethernet port’s protocol endpoint.

Table 177 lists the requirements for elements of this class.

Table 177 — Association: CIM_ElementSettingData for CIM_EthernetPort resource allocation

Elements Requirement Notes

ManagedElement Mandatory Key: Value shall reference the instance of
the CIM_VLANEnRdpoint class that
represents a VLAN protocol endpoint.
Cardinality: 1

SettinglData Mandatory Key: Value shall reference-the)instince of

the CIM_VLANEnNdpointSettingData that

represents the configuration data for the
VLAN endpoint.
Cardinality: 0.,1

11.5.7 | CIM_EthernetPort (host system)

The implementation of the CIM_EthernetPort class for the representation of host Ethernet adapter is

conditional.

Conditiop: The support is required if the CIM_SystemDevice association is supported for the
represerjtation of a host Ethernet adapter or a host switch.port; see 11.2.3. Table 178 lists the
requirenients for elements of this class.

Table 178 — Class: CIM*EthernetPort (host system)

Elemerts Requirement Notes
System[reationClassName Mandatory Key
CreatiopnClassName Mandatory Key
SystemName Mandatory Key
Name Mandatory Key

11.5.8 | CIM_EthernetPort (virtual system)

See 11.2.7.1 for. detailed implementation requirements for this class if it is used for the representg
virtual Efhernet:adapter or an Ethernet switch port.

Table 179\ists the requirements for elements of this class.

tion of a

Table 179 — Class: CIM_EthernetPort (virtual system)

Elements Requirement Notes
SystemCreationClassName Mandatory Key
CreationClassName Mandatory Key
SystemName Mandatory Key
Name Mandatory Key
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11.5.9 CIM_EthernetPortAllocationSettingData for Ethernet adapter (Q_EASD)
See 11.2.6 for detailed implementation requirements for this class.

Table 180 lists the requirements for elements of this class. These requirements are in addition to those
specified in the CIM Schema and in the Resource Allocation Profile described in clause 5.

Table 180 — Class: CIM_EthernetPortAllocationSettingData for Ethernet adapter (Q_EASD)

Elements Requirement Notes

InstancelD Mandatory Key; see 11.2.6.2.1.13.

ResourgeType Mandatory Value shall be 10 (Ethernet Adapter). See 11.2.6.2.1.1.

ResourgeSubType Optional See 11.2.6.2.1.2.

OtherResourceType Mandatory Value shall be NULL.

PoollD Mandatory See 11.2.6.2.1.3.

ConsunperVisibility Optional See 11.2.6.2.1.4.

HostRepource] ] Optional See 11.2.6.2.1.6.

AllocatipnUnits Mandatory See 11.2.6.2.1.5.

VirtualQuantity Mandatory See 11.2.6.2.1.7,

Reservation Optional See 11.2.62.1.9.

VirtualQuantityUnits Mandatory See 1¢2.6.2.1.8.

Limit Optional See)11.2.6.2.1.10.

Weight Optional See 11.2.6.2.1.11.

Parent Optional See 11.2.6.2.1.12.

Addres: Optional See 11.2.6.2.1.13.

Connegdtion[ ] Optional See 11.2.6.2.1.15.

MappingBehavior Optional See 11.2.6.2.1.16.

AutomaticAllocation Optional See the Resource Allocation Profile described i

clause 5.
AutomaticDeallocation Optional See the Resource Allocation Profile described i
clause 5.

11.5.10| CIM_EthernetPortAllocationSettingData for Ethernet adapter (R_EASD)
See 11.2.6{ordetailed implementation requirements for this class.

Table 181 lists the requirements for elements of this class. These requirements are in addition to those
specified in the CIM Schema and in the Resource Allocation Profile described in clause 5.

Table 181 — Class: CIM_EthernetPortAllocationSettingData for Ethernet adapter (R_EASD)

Elements Requirement Notes

InstancelD Mandatory Key; see 11.2.6.2.1.13.

ResourceType Mandatory Value shall be 10 (Ethernet Adapter). See 11.2.6.2.1.1.
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Elements Requirement Notes

ResourceSubType Optional See 11.2.6.2.1.2.

OtherResourceType Mandatory Value shall be NULL.

PoollD Mandatory See 11.2.6.2.1.3.

ConsumerVisibility Optional See 11.2.6.2.1.4.

HostResource] ] Optional See 11.2.6.2.1.6.

AllocationUnits Mandatory See 11.2.6.2.1.5.

VirtualQuantity Mandatory See t1276:271T-

Reservation Optional See 11.2.6.2.1.9.

VirtualQuantityUnits Mandatory See 11.2.6.2.1.8.

Limit Optional See 11.2.6.2.1.10.

Weight Optional See 11.2.6.2.1.11.

Addres: Mandatory See 11.2.6.2.1.13.

Parent Optional See 11.2.6.2.1.12.

Connegdtion[ ] Optional See 11.2.6.2.1,15,

MappingBehavior Optional See 11.2.6,2.1.16.

AutomaticAllocation Optional See the‘Resource Allocation Profile described i
clause®.

AutomaticDeallocation Optional Seelthe Resource Allocation Profile described i

clause 5.

11.5.11| CIM_EthernetPortAllocationSettingData for Ethernet adapter (C_EASD)

See 11.2.6 for detailed implementation requirements for this class.

Table 182 lists the requirements forelements of this class. These requirements are in addition to those

specified in the CIM Schema and inthe Resource Allocation Profile described in clause 5.

Tablle 182 — Class: CIM:EthernetPortAllocationSettingData for Ethernet adapter (C_EA|SD)

Elemerts Requirement Notes

InstancelD Mandatory Key; see 11.2.6.2.1.13.
ResourgeType Mandatory Value shall be 10 (Ethernet Adapter). See 11.2.5.2.1.1.
ResourgeSubType Optional See 11.2.6.2.1.2.
OtherResourceType Mandatory Value shall be NULL.
PoollD Mandatory See 11.2.6.2.1.3.
ConsumerVisibility Optional See 11.2.6.2.1.4.
HostResource[ ] Optional See 11.2.6.2.1.6.
AllocationUnits Mandatory See 11.2.6.2.1.5.
VirtualQuantity Mandatory See 11.2.6.2.1.7.
Reservation Optional See 11.2.6.2.1.9.
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Elements Requirement Notes

VirtualQuantityUnits Mandatory See 11.2.6.2.1.8.

Limit Optional See 11.2.6.2.1.10.

Weight Optional See 11.2.6.2.1.11.

Address Optional See 11.2.6.2.1.13.

Parent Optional See 11.2.6.2.1.12.

Connection[ ] Optional See 11.2.6.2.1.15.

MappingBehavior Optionat See 126 27116:

AutomaticAllocation Optional See the Resource Allocation Profile described i
clause 5.

AutomaticDeallocation Optional Slee thesResource Allocation Profile~described i
clause 5.

11.5.12| CIM_EthernetPortAllocationSettingData for Ethernet adapter (D_EASD)

See 11.2.6 for detailed implementation requirements for this class.

Table 183 lists the requirements for elements of this class. These requirements are in addition to
specified in the CIM Schema and in the Resource Allocation Prafile described in clause 5.

those

Tablle 183 — Class: CIM_EthernetPortAllocationSettingData for Ethernet adapter (D_EAISD)
Elements Requirement Notes
Instancg|D Mandatory Key; see 11.2.6.2.1.13.
ResourdeType Mandatory Value shall be 10 (Ethernet Adapter). See 11.2.5.2.1.1.
ResourgeSubType Optional See 11.2.6.2.1.2.
OtherRgsourceType Mandatory Value shall be NULL.
PoollD Mandatory See 11.2.6.2.1.3.
ConsunjerVisibility Optional See 11.2.6.2.1.4.
HostRegource[ ] Optional See 11.2.6.2.1.6.
AllocatignUnits Mandatory See 11.2.6.2.1.5.
VirtualQuantity Mandatory See 11.2.6.2.1.7.
Reservdtion Optional See 11.2.6.2.1.9.
VirtualQuantityUnits Mandatory See 11.2.6.2.1.8.
Limit Optional See 11.2.6.2.7.710.
Weight Optional See 11.2.6.2.1.11.
Address Optional See 11.2.6.2.1.13.
Parent Optional See 11.2.6.2.1.12.
Connection[ ] Optional See 11.2.6.2.1.15.
MappingBehavior Optional See 11.2.6.2.1.16.
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Elements Requirement Notes

AutomaticAllocation Optional See the Resource Allocation Profile described in
clause 5.

AutomaticDeallocation Optional See the Resource Allocation Profile described in

clause 5.

11.5.13 CIM_EthernetPortAllocationSettingData for Ethernet adapter (M_EASD)

See 11.2.6 for detailed implementation requirements for this class.

Table 184 lists the requirements for elements of this class. These requirements are in addition te‘fhose

specified in the CIM Schema and in the Resource Allocation Profile described in clause 5.

Tabje 184 — Class: CIM_EthernetPortAllocationSettingData for Ethernet adapter (M_EASD)

Elemerts Requirement Notes

InstancglD Mandatory Key; see 11.2.6.2.1.13.

ResourgeType Mandatory Value shall be 10 (Ethernet Adapter). See 11.2.6{2.1.1.

ResourgeSubType Optional See 11.2.6.2.1.2,

OtherResourceType Mandatory Value shall be NULL.

PoollD Mandatory See 11.2%6.2.1.3.

ConsunperVisibility Optional See 11.2:6.2.1.4.

HostRepource] ] Optional See11.2.6.2.1.6.

AllocatipnUnits Mandatory See 11.2.6.2.1.5.

VirtualQuantity Mandatory See 11.2.6.2.1.7.

Reservation Optional See 11.2.6.2.1.9.

VirtualQuantityUnits Mandatory See 11.2.6.2.1.8.

Limit Optional See 11.2.6.2.1.10.

Weight Optional See 11.2.6.2.1.11.

Addres: Optional See 11.2.6.2.1.13.

Parent Optional See 11.2.6.2.1.12.

Connegdtion[ ] Optional See 11.2.6.2.1.15.

MappingBehavier Optional See 11.2.6.2.1.16.

AutomaticAllocation Optional See the Resource Allocation Profile described in
clause 5

AutomaticDeallocation Optional See the Resource Allocation Profile described in

clause 5.
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11.5.14 CIM_EthernetPortAllocationSettingData for Ethernet connection (Q_EASD)
See 11.2.6 for detailed implementation requirements for this class.

Table 185 lists the requirements for elements of this class. These requirements are in addition to those
specified in the CIM Schema.

Table 185 — Class: CIM_EthernetPortAllocationSettingData for Ethernet connection (Q_EASD)

Elements Requirement Notes

InstancelD Mandatory Key

ResourgeType Mandatory Value shall be 33 (Ethernet Connection). See 1112.6.2.1.1.

ResourgeSubType Optional See 11.2.6.2.1.2.

OtherRésourceType Mandatory Value shall be NULL.

PoollD Mandatory See 11.2.6.2.1.3.

ConsunperVisibility Optional See 11.2.6.2.1.4.

HostRepource] ] Optional See 11.2.6.2.1.6.

AllocatipnUnits Mandatory See 11.2.6.2.1.5.

VirtualQuantity Mandatory See 11.2.6.2.1.7.

Reservation Optional See 11.2.6.2.1.9.

VirtualQuantityUnits Mandatory See 11.2.6,21.8.

Limit Optional See 11:2.6.2.1.10.

Weight Optional Se€’11.2.6.2.1.11.

Addres Optional See 11.2.6.2.1.13.

Parent Optional See 11.2.6.2.1.12.

Connegdtion[ ] Optional See 11.2.6.2.1.15.

MappingBehavior Optional See 11.2.6.2.1.16.

AutomaticAllocation Optional See the Resource Allocation Profile described in clduse 5.

AutomaticDeallocation Optional See the Resource Allocation Profile described in clduse 5.
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11.5.15 CIM_EthernetPortAllocationSettingData for Ethernet connection (R_EASD)

See 11.2.6 for detailed implementation requirements for this class.

Table 186 lists the requirements for elements of this class. These requirements are in addition to those
specified in the CIM Schema.

Table 186 — Class: CIM_EthernetPortAllocationSettingData for Ethernet connection (R_EASD)

Elements Requirement Notes

InstancelD Mandatory Key

ResourgeType Mandatory Value shall be 33 (Ethernet Connection). See 1112:6.2.1.1.
ResourgeSubType Optional See 11.2.6.2.1.2.

OtherResourceType Mandatory Value shall be NULL.

PoollD Mandatory See 11.2.6.2.1.3.

ConsunperVisibility Optional See 11.2.6.2.1.4.

HostRepource] ] Optional See 11.2.6.2.1.6.

AllocatipnUnits Mandatory See 11.2.6.2.1.5.

VirtualQuantity Mandatory See 11.2.6.2.1.7.

Reservation Optional See 11.2.6.2.19.

VirtualQuantityUnits Mandatory See 11.26:2.1.8.

Limit Optional Seeq4.2.6.2.1.10.

Weight Optional See’11.2.6.2.1.11.

Addres: Mandatory See 11.2.6.2.1.13.

Parent Optional See 11.2.6.2.1.12.

Connegdtion[ ] Optional See 11.2.6.2.1.15.

MappingBehavior Optional See 11.2.6.2.1.16.

AutomaticAllocation Optional See the Resource Allocation Profile described in claruse 5.
AutomaticDeallocation Ogptional See the Resource Allocation Profile described in cleluse 5.

11.5.16| CIM_EthernetPortAllocationSettingData for Ethernet connection (C_EASD

See 11.2.6 for detailed implementation requirements for this class.

Table 187 lists'the requirements for elements of this class. These requirements are in addition to

specifiedin:the CIM Schema

hose

Table 187 — Class: CIM_EthernetPortAllocationSettingData for Ethernet connection (C_EASD)

Elements Requirement Notes

InstancelD Mandatory Key

ResourceType Mandatory Value shall be 33 (Ethernet Connection). See 11.2.6.2.1.1.
ResourceSubType Optional See 11.2.6.2.1.2.

OtherResourceType Mandatory Value shall be NULL.
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Elements Requirement Notes

PoollD Mandatory See 11.2.6.2.1.3.

ConsumerVisibility Optional See 11.2.6.2.1.4.

HostResource] ] Optional See 11.2.6.2.1.6.

AllocationUnits Mandatory See 11.2.6.2.1.5.

VirtualQuantity Mandatory See 11.2.6.2.1.7.

Reservation Optional See 11.2.6.2.1.9.

VirtualQuantityomnits Mandatory See 1127627178

Limit Optional See 11.2.6.2.1.10.

Weight Optional See 11.2.6.2.1.11.

Addres: Optional See 11.2.6.2.1.13.

Parent Optional See 11.2.6.2.1.12.

Connegdtion[ ] Optional See 11.2.6.2.1.15.

MappingBehavior Optional See 11.2.6.2.1.16.

AutomaticAllocation Optional See the Resource Alloeation Profile described in clause 5.
AutomaticDeallocation Optional See the Resource.Allocation Profile described in clause 5.

11.5.17] CIM_EthernetPortAllocationSettingData for Ethernet connection (D_EASD

See 11.2.6 for detailed implementation requirements for this class.

Table 188 lists the requirements for elements of this class. These requirements are in addition to fhose
specified in the CIM Schema.

Tablg 188 — Class: CIM_EthernetPortAllocationSettingData for Ethernet connection (D_HASD)

Elemerts Requireptent Notes

InstancglD Mandatory Key

ResourgeType Mandatory Value shall be 33 (Ethernet Connection). See 11.2.6.2.1.1.
ResourgeSubType Optional See 11.2.6.2.1.2.

OtherResourceTypé Mandatory Value shall be NULL.

PoollD Mandatory See 11.2.6.2.1.3.

ConsurverVisibiIity Optional See 11.2.6.2.1.4.

HostRclsw'. eef

Ot Il
opuoTarT

AllocationUnits Mandatory See 11.2.6.2.1.5.

VirtualQuantity Mandatory See 11.2.6.2.1.7.

Reservation Optional See 11.2.6.2.1.9.

VirtualQuantityUnits Mandatory See 11.2.6.2.1.8.

Limit Optional See 11.2.6.2.1.10.

Weight Optional See 11.2.6.2.1.11.
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